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Abstract: Drug discovery from medicinal plants has always been a longstanding and fruitful
endeavor in the quest for novel therapeutic agents. Chemometric techniques, such as multivariate
data analysis, enable the systematic analysis of complex chemical profiles obtained from plant
extracts and correlation with activity. Compounds exhibiting high correlations in orthogonal
projections to latent structures discriminant analysis (OPLS-DA) of pharmacological and MS
data, are most promising for the identification of active constituents. Feature-based molecular
networking within the Global Natural Product Social Molecular Networking (GNPS) helps to
identify interesting compound clusters. Several examples are presented which demonstrate how
these methods can be applied in drug discovery from medicinal plants.
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1. Introduction

According to a recent evaluation, about two-thirds of all therapeutic agents are
directly or indirectly derived from nature [1]. Therefore, drug discovery from medicinal
plants has been a longstanding and fruitful endeavor. However, the chemical
complexity of plant extracts, coupled with the intricate bioactivity profiles, poses
considerable challenges in the identification and development of effective drug
candidates. In recent years, chemometrics, a multidisciplinary approach combining
analytical chemistry, statistics, and computer science, has emerged as an indispensable
tool in the field of drug discovery from medicinal plants [2].

2. Using Metabolomics Methods for Analyzing Complex Chemical Profiles

Medicinal plants often contain hundreds to thousands of chemical constituents, each
potentially contributing to their therapeutic effects. It is compared with an orchestra, in
which each instrument somehow contributes to the overall effect. Therefore, “holistic
methods”, which cover as many constituents as possible, are needed for analyzing the
constituents and effects of medicinal plants [3]. Plant metabolomics has now become
more and more used [4]. Infrared spectroscopy, NMR, HPTLC, and HPLC-MS are the
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most often used technique for this type of “fingerprint analysis”. Chemometric
techniques, such as multivariate data analysis, enable the systematic analysis of complex
chemical profiles obtained from plant extracts. Through techniques like principal
component analysis (PCA) and hierarchical clustering, chemometrics allows researchers
to uncover hidden relationships and patterns within these profiles, aiding in the
selection of plants with promising bioactivity for further investigation. In this way, plant
metabolomics can be applied for plant taxonomy, quality control, and identification of
active constituents for drug discovery.

3. Using Metabolomics Methods for Identifying Bioactive Compounds

One of the challenging goals of drug discovery from medicinal plants is the
identification of the bioactive compounds responsible for their therapeutic effects. LC-
mass spectrometry-based metabolomics is certainly the most widely used method for
discovering the active ingredients of medicinal plants [5]. Chemometrics assists in
dereplication, a process that involves identifying known compounds in complex
mixtures. By comparing experimental data with databases of known natural products,
chemometric tools are very powerful in pinpointing bioactive compounds, saving time
and resources. Moreover, chemometrics can aid in prioritizing compounds for isolation
and characterization, streamlining the identification of novel lead compounds.

Within the Austrian research network project “Drugs from nature targeting
inflammation”, we have successfully applied such LC-MS based methods [6]. Extracts
from Lonicera species were subjected to UHPLC-HRMS analysis and to pharmacological
testing in three anti-inflammatory assays. Compounds exhibiting high correlations in
orthogonal projections to latent structures discriminant analysis (OPLS-DA) of
pharmacological and MS data were considered as potentially activity-related candidates.
65 compounds were tentatively or unambiguously annotated. Of the potentially active
candidate compounds, 15 were subsequently subjected to pharmacological testing and
their activities were experimentally verified, confirming the relevance of Lonicera species
as a source of anti-inflammatory active constituents. The flavone aglycone luteolin was
correlated with inhibitory activity in the NF-kB and IL-8 assays, and apigenin was
identified as an NF-«xB inhibitor. 7-hydroxy-5,3',4’,5"-tetramethoxyflavone was found as a
potential IL-8 and NO inhibitor. Luteolin and apigenin potently inhibited NF-xB
activation and moderately inhibited IL-8 production. Luteolin was moderately active in
the NO assay [7]. Therefore, this approach can assist in prioritizing compounds for
specific pharmacological assays, ultimately guiding the selection of candidates with the
highest likelihood of success in drug discovery.

Chemometric techniques can also contribute to predicting the pharmacological
activities of plant extracts. We investigated the use of Attenuated Total Reflectance
Fourier Transform Infrared (ATR-FTIR) spectroscopy as a tool for rapid and non-
destructive assessment and prediction of anti-inflammatory properties of extracts from
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Lonicera species. The extracts were tested for effects on four key players of inflammation:
Nitric oxide (NO), interleukin 8 (IL-8), peroxisome proliferator-activated receptor (3/0
(PPAR /), and nuclear factor kappa-light-chain-enhancer of activated B-cells (NF-«B).
Multivariate analysis of variance (MANOVA) revealed a statistically significant,
quantitative pattern-activity relationship between the ATR-FTIR spectra of the extracts
and their ability to modulate these targets. OPLS discriminant models were used for the
identification of extracts exhibiting high and low activity. Predictions made on an
independent test set revealed good generalizability of the models. Partial least squares
(PLS) regression models were successfully established to predict the ability of the
extracts to suppress NO production and NF-kB activity [8].

We have also applied a chemometrics and LC-MS based approach for identifying the
constituents contributing to the bioactivity of Huangqi Jianzhong Tang (HQJZT), a TCM
herbal formula, which has been used for the treatment of various chronic inflammatory
gastrointestinal diseases. Extracts of different polarities were prepared from every single
herbal component and from HQJZT decoction. These extracts were analyzed by means
of UPLC-QTOF-MS/MS and the inhibitory effects of the extracts on TNF-a, IL-1p and
IFN-y production were investigated in U937 cells. Phytochemical and pharmacological
bioactivity data were correlated by OPLS-DA. 16 HQJZT constituents were identified
which are likely to contribute to the activities, including calycosin, formononetin,
astragaloside I, liquiritigenin, 18(3-glycyrrhetinic acid, paeoniflorin and albiflorin. The
predicted results were verified in the corresponding pharmacological assays [10].

The TCM formula Hanshiyi (HSYF) has significantly reduced the number of severe
cases of COVID-19 [10]. We applied Feature-based molecular networking within the
Global Natural Product Social Molecular Networking (GNPS) [11], a web-enabled mass
spectrometry knowledge capture and analysis platform, to identify compound clusters
present in the mixture, which may be relevant for activity.

4. Conclusions

In conclusion, chemometrics has revolutionized the field of drug discovery from
medicinal plants by providing analytical, predictive, and optimization tools that
streamline the process of identifying bioactive compounds. Chemometrics will continue
to play a pivotal role in unlocking nature's treasure trove of potential therapeutic agents,
thereby contributing to the development of safer, more effective medicines derived from
traditional herbal sources.
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Abstract: The biomechanical and biochemical processes in the biological systems of living
organisms are extremely complex. Advances in understanding these processes are mainly
achieved by laboratory and clinical investigations, but in recent decades they are supported by
computational modeling. Besides enormous efforts and achievements in this modeling, there still
is a need for new methods which can be used in everyday research and medical practice. In this
review, first are presented the basic assumptions in the formulation of the smeared concept,
termed as Kojic Transport Model (KTM) model - introduced by the author several years ago.
Then, it is demonstrated the distinction and advantages of the KTM by referring to selected
publications in the literature. Application of the KTM is illustrated on several examples which
include drug delivery in tumors, heart electrophysiology, and lung airflow and molecular
transport by diffusion.

Keywords: smeared finite element, Kojic Transport Model, biomechanics, engineering

www.iccbikg2023.kg.ac.rs|


http://iccbikg.kg.ac.rs/
mailto:mkojic42@gmail.com

2ndInternational Conference on Chemo and LN
IICCIBIKG Bioinformatics, @

September 28-29, 2023. Kragujevac, Serbia

Is Deuterium biologically significant? Some unexpected Deuterium
spectroscopic data

Drazen Viki¢-Topic”
!Juraj Dobrila University of Pula, Croatia and Ruder Boskovi¢ Institute, Zagreb, Croatia

* Corresponding author

DOI: 10.46793/1CCBI23.007VT

It is well known that hydrogen plays an important role in biological processes.
The structures of nucleic acids and proteins are highly dependent on pH and hydrogen
bonding. It was experimentally observed and theoretically calculated that the deuterium
(D) bonds are somewhat shorter and hence stronger than the hydrogen (H) bonds.
Consequently, the changing of H/D ratio induces differences in biomolecular structure.
Although such differences between H and D structures are often minor they are not
necessarily irrelevant since they depend on the degree of deuteration i.e. on cumulative
D-effects. Anyway, the role of D in the evolution of biological systems is still unclear.

Due to the relatively easy of incorporation of D into the molecules and 100% fractional
mass changing upon going from H to D, which causes peculiar effects, there is still a lot
of interest in deuterium research.

Harold C. Urey! discovered deuterium in 1931 and gave its name. Deuterium is
produced in stars in high amounts. On planet Jupiter abundance of D is 26 ppm, while
on planet Venus is even 16.000 ppm. On Earth, the average natural abundance of D is
156 ppm (0.0156%), which means that only one atom of D is present in 6420 atoms of H.
More precisely the natural abundance of D on Earth in water varies from 90 ppm at the
South Pole to 180 ppm at the Equator.

Substitution of 20% of H20O with D20 causes the death of plants. In animals if one
substitutes 25% of body H20 with D20 cell division problems occurr and sterility arises.
Substitution of 50% H20 with D20 in animals causes death by cytotoxic syndrome, bone
marrow failure and gastrointestinal lining failure. Contrary to it, prokaryotic organisms
can survive and even grow, although very slowly, in pure D:0.

It seems that small amounts of D are needed in some biological processes. G. Somlyai et
al. [2] revealed that deuterium-depleted water (30-40 ppm D), instead of water
containing the natural abundance of D (156 ppm), significantly decreased the growth
rate of the Lo fibroblast cell line. Also, deuterium-depleted water inhibited the tumor
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growth in xenotransplanted mice, since eighty days after transplantation in 10
tumourous mice (out of 17) the growing tumor regressed and disappeared.

On the molecular level D substitution gives rise to some unexpected effects i.e. optical
activity in CXYHD. Also, small dipole moments (102-10# D) in monodeuterated benzene
and acetylene are present enabling the measurements of pure rotational spectra of these
otherwise symmetrical compounds. In addition, an unusual feature of deuterium
labeling is the existence of long-range deuterium isotope effects (LRDIE) on C NMR
chemical shifts. The high magnetic field NMR spectrometers (400-600 MHz) have
enabled the detection of very subtle LRDIE, as small as 0.1 Hz, even through 12 C-C
bonds in extended o-electron systems. The exact calculations of LRDIE are still
challenging because of their rather low magnitude (from 0,5 ppb up) and lack of reliable
theoretical underpinning for isotope interactions through more than one and two bonds.
The isotope effects on chemical shifts in NMR spectroscopy are interpreted in terms of
vibrational and rotational averaging of nuclear shielding. Changes in nuclear shielding
with bond extension and / or bond angle deformation are accompanying deuteration
processes. In the theoretical approach to LRDIE at least two contributions have to be
taken into account: (1) the secondary change in shielding at remote C-atom due to
shorter C-D than C-H mean bond length at the site of deuteration and (2) the primary
change in remote C-atom shielding, due to change in mean bond length at this remote
site. We have postulated that LRDIE predominantly arises from (1), i.e. primary change
of bond length at the site of deuteration, since vibrational differences at remote C-atoms
in isotopomers are extremely small. The C-D bond was modeled by reduction of the
corresponding C-H bond in the range 0.003-0.018 A, since there is a great deal of
experimental data on this reduction in the range of 0.001-0.020 A. Nuclear shieldings
(GIAO) and atomic charges (Lowdin, Mulliken) were calculated for fully optimized
structure by different ab initio basis sets. For C-atoms more than 4 bonds away from the
deuteration site, the differences of theoretically calculated shieldings and charges
between protonated and deuterated molecules correlate fairly well with experimental
LRDIE data. By this approach experimentally measured LRDIE can be successfully
theoretically reproduced even over 10 and 12 C-C bonds, in our deuterated molecules
and deuterated molecules published in literature by other investigators. All deuterated
molecules were synthesized at Ruder Boskovi¢ Institute, University of Pula and Faculty
of Chemical Engineering and Technology, University of Zagreb as well as through
collaborative projects with National Institutes of Health, Bethesda, MD, USA and
Kernforschungszentrum Karlsruhe, Germany and National Institute of Chemistry,
Ljubljana, Slovenia.

On the basis of here obtained experimental and theoretical data we shall discuss on the
peculiar behaviour of deuterium in these model compounds and possibility of use and
transfer these knowledge to biological systems.
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As a short conclusion our results on model molecules do not mean that D-atom has
different electronic properties that the H-atom, but it reveals that due to 100% of
fractional mass change on going from H to D, subtle electronic redistribution of charges
in deuterated molecules in comparison to H-ones occurs, which is due to disturbance of
vibrational and rotational molecular modes upon deuteration. This redistribution of
charges is just enough significant to affect various physical and chemical properties of
deuterated molecules in comparison with hydrogenated ones, giving one set of data
which could help in understanding the biological meaning of deuterium.
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Abstract: It has been over 60 years since the pharmacological mechanisms of action of
antidepressant drugs and the role of serotonin, norepinephrine, and dopamine in depression and
other neurological disorders have been established. Since then, a very large number of chemical
compounds targeting among others, serotonin and dopamine receptors have been developed.
Here we present the most recent approaches to design and develop a new class of coumarin-
based candidates for antidepressants with the help of computational studies.

Keywords: serotonin, G protein-coupled receptors, modelling, depression, coumarins

1. Introduction

Among the most significant classes of natural compounds, an important position is
occupied by coumarin-related drugs [1]. Both natural and synthetic coumarin
derivatives can be used in the therapy of neurodegenerative mental disorders such as
Alzheimer's and Parkinson's disease, schizophrenia, epilepsy or depression. The medical
interest in coumarins is related to their effects on the central nervous system, in
particular on the serotoninergic and dopaminergic systems. Since that serotonin (5-HT)
and dopamine (DA) receptors, members of the G protein-coupled receptor (GPCR)
family, are involved in the mechanisms of many neurological and psychiatric disorders,
research on chemicals that affect these systems is a huge branch of drug chemistry [2].
Natural coumarins such as scopoletin isolated from Polygala sabulosa and psoralen
isolated from Psoralea corylifolia seeds have antidepressant activity that is a result of the
activation of serotonergic neurotransmission and dopaminergic receptors [3], while
scoparone from Artemisia scoparia, as well as licopyranocoumarin and glycyrurol,
isolated from a Glycyrrhiza sp., showed neuroprotection by reducing L-DOPA induced
cytotoxicity in PC12 cells or inhibiting MPP+-induced neuronal PC12D cell death [4].
There are also numerous examples of coumarin derivatives, particularly 7-, 6- and 5-
hydroxycoumarins, acting on the central nervous system and with high affinities to
serotonin and dopamine receptors [5].
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The search for new coumarin derivatives acting on the central nervous system is
often a daunting hit-or-miss task, particularly if no design phase is planned. As a result,
various computational approaches have been used to aid in this important task. Here we
will review more than 10 years of our research in this field which led to the development
of over 200 active compounds interacting with serotonin and dopamine receptors.

2. Results

The first literature reports on the action of N-phenylpiperazinyl derivatives of
coumarin appeared in 1998. The authors described four compounds containing N-
arylpiperazinyl moiety which is very important for CNS-activity, especially for
serotonergic and dopaminergic activity [6]. The idea to study coumarin piperazine
derivatives was later expanded by Chen et al. in a series of investigations [5,7]. Chen's
and Santana's strategy was continued by the Ostrowska group, which first designed a
series of biologically active compounds based on 7-hydroxy-4-methylcoumarin as the
leading structure. It was found that the additional acetyl moiety with the ability to form
hydrogen bonds, was more potent in binding additional residues in the 5-HTia receptor
pocket, compared to compounds with methyl or chlorine group in C-8 position. As
previously mentioned,, the action on 5-HTia and 5-HT2a serotonin receptors has also
been tested for a series of new derivatives with structural differences in the
arylpiperazine moiety and different link lengths between the piperazinyl ring and
coumarin [8-11]. Biological investigations were carried out on 5-HT1a/2a receptors, which
are known as important factors in the pathogenesis and treatment of depression.

In some of these studies, the design phase was based solely on scarce experimental
data available with no computational modelling support. However, for several serotonin
and dopamine receptors, there are available crystal structures, allowing one to
incorporate the computational design phase to improve the process of obtaining novel
compounds with the coumarin core. In order to do that in our next studies we
extensively use computational modelling to provide rational design of novel ab
compounds. In most cases we used homology modelling to the most similar GPCRs
available in the crystal structures database. In our first studies we used the human
dopamine D3 receptor to obtain a model of the 5-HT1a receptor [8] and obtained binding
affinities which were in good agreement with the experimental data. However, studying
binding affinities to only one protein in the context of potential antidepressant design is
suboptimal, as most of active compounds interact with several different serotonin
and/or dopamine receptors. Therefore, in the next study, we expanded the scope of the
studies by investigating the affinity of new coumarin derivatives to both 5-HTia and 5-
HT2a receptors. Previously 5-HT1a homology model was obtained using the D3 receptor
as the scaffold, while to obtain a homology model of 5-HT2a receptor we used turkey bl
adrenergic receptor [10]. As in the previous work, computational docking studies
allowed us to shed more light onto the binding modes of new derivatives and design
next series of potential active compounds. In the following study, we further expanded
the scope by including experimental binding affinities of protein-ligand complex
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modelling for D2 dopamine receptor, whose crystal structure was recently solved [12]. It
is worth noting, however, that in selected cases the agreement between the experimental
and computational binding affinities was rather moderate [13]. The most likely
explanation of these discrepancies is the combination of the imperfection of our
computational model of the 5HT2a receptor, particularly in the binding site part and the
limited accuracy of the computational methods. The second problem is very well-known
in the scientific community, as it has been shown that while Autodock and other similar
programs can identify the correct binding poses, they often have a problem predicting
correct binding affinities [14]. As for the accuracy of homology models of GPCRs, they
certainly can be improved by resorting to more sophisticated methods, such as e.g.,
using multiple templates or going beyond the homology modelling, and we are
planning to make use of these new methods in the future [15].

3. Conclusions

Coumarins have a wide range of biological activities, and many of them occur in
traditional medicinal plants that are still used around the world. Coumarin-piperazinyl
derivatives have been shown to possess activity as antidepressants, anticancer,
antibacterial agents and as a-adrenergic antagonists. Due to the potential widespread
use of these structures, they can be treated as scaffolds to develop new leading
structures and, as a result, can be considered as future therapeutic agents for use in a
variety of important diseases. As we are currently in the decade of an unprecedented
rise of coumarin-related studies but also the rise of new powerful computational
approaches to modelling both structures of proteins and protein-ligand complexes,
combining the expertise of experimental and computational scientists and groups
should lead to faster development of even more potent compounds.
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Abstract: Drug discovery is a protracted and demanding process, which can be expedited during
its early stages through novel mathematical approaches and modern computing. To tackle this
crucial issue, we are developing fresh mathematical solutions aimed at detecting and
characterizing protein binding sites, pivotal for new drug discovery. This paper introduces
algorithms founded on graph theory which we have devised to scrutinize target biological
proteins. These algorithms yield vital data, facilitating the optimization of initial phases in novel
drug development. A particular emphasis lies in the creation of pioneering protein binding site
prediction algorithms (ProBiS) and innovative web tools for modeling pharmaceutically
intriguing molecules—ProBiS tools. These tools have matured into comprehensive graphical
resources for the study of proteins in the proteome. ProBiS stands apart from other structural
algorithms due to its ability to align proteins with disparate folds, all without prior knowledge of
the binding sites. This unique capability enables the identification of analogous binding sites and
the prediction of molecular ligands of diverse pharmaceutical relevance. These ligands could
potentially progress into drug candidates for treating diseases. Notably, this prediction is based
on data sourced from the complete Protein Data Bank (PDB) and the AlphaFold database,
encompassing proteins not yet cataloged in the PDB. All ProBiS tools are made available without
charge to the academic community through http://insilab.org and https://probis.nih.gov.

Keywords: structural biology, protein binding sites, clique algorithm, ProBiS

1. Introduction

Proteins have functional regions on their surface called protein binding sites
(ProBiS), which allow them to interact with other molecules. Each binding site typically
binds one or a few specific molecules known as ligands. These ligands can take many
forms, such as ions, proteins, nucleic acids, small molecules, and water molecules that
bind to specific sites on protein structures. Detecting protein binding sites is important
for gaining insight into protein functionality and is therefore essential for drug design.
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We have developed a suite of protein binding site tools, collectively known as
ProBiS tools shown in Figure 1, which includes algorithms, web servers, and databases
for predicting protein binding sites and ligands [1]. These tools are based on a graph
theoretic algorithm that we developed, which uses a fast and improved maximum clique
algorithm to identify the largest fully connected subgraph in a protein graph [2—4].

We have made significant progress in addressing several pharmaceutical issues
using our existing ProBiS tools based on our protein graph theory algorithms. These
tools are currently the most precise and efficient available.

ProBiS
protein binding sites

maximum clique

Algorithm
theory of protein
product graphs

ProBiS server
PDB proteins

ProBiS-ligands GenProBiS ProBiS-CHARMMing

predicted ligands mutations in ligand binding energy

protein binding sites

ProBiS-Dock Database
druggability of

binding sites
ProBiS-Fold ProBiS-Dock algorithm
AlphaFold proteins docking small molecules
to proteins

Figure 1. Evolution of Protein Binding Sites (ProBiS) tools.
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2. Protein Binding Site (ProBiS) tools

The developed Protein Binding Site (ProBiS) tools (algorithms, web servers and
databases) enable the detection of protein binding sites and ligands on experimental and
modeled structures of pharmaceutically interesting proteins from the Protein Data Bank
(PDB) or AlphaFold databases that could become targets for next-generation drugs.
Recently developed tools include the following.

2.1 Graph theoretic algorithms for clique search

Heuristic and exact graph-theoretic algorithms for NP-hard problems in
bioinformatics (http://insilab.org/maxclique). We have developed MaxCliqueDyn, a fast
exact algorithm for finding a maximum clique in an undirected graph [2,3]. A clique is a
fully connected subgraph of a graph, and a maximum clique is a clique with the largest

number of vertices in a given graph.

Maximum clique algorithms differ from maximal clique algorithms, e.g., Bron-
Kerbosch algorithm. The maximal search is for all maximal cliques in a graph (cliques
that cannot be enlarged), while the maximum clique algorithms find a maximum clique
(a clique with the largest number of vertices). This makes maximum clique algorithms
about an order of magnitude faster.

The MaxCliqueDyn algorithm has two new features compared to the previous
algorithms to increase its performance of maximum clique calculation.

It features an improved approximate coloring algorithm (ColorSort), which
maintains the vertices in the candidate set R in the favorable decreasing order according
to their degrees. This is based on the realization that the assignation of vertices into color
classes (which disrupts the order) is only needed above a certain threshold, which we
calculate as Kmin = IQmax| - Q| + 1, where |Qmax| is the size of the current
maximum clique and QI is the size of the clique found on the current branch of the
search tree. Vertices with their colors below Kmin can remain in their original order.
This idea consistently reduces the number of steps needed to find a maximum clique as
well as the time required to find a maximum clique.

Another distinguishing feature of the algorithm is that it is dynamic (indicated by
the “Dyn” in its name), which indicates that it applies tighter, more computationally
expensive upper bounds on a fraction of the search space. By doing this it is possible to
reduce the time to find the maximum clique. Thus, we re-sort vertices in R by their
degrees (DegreeSort) on the lower branches of the search tree enabled by a counter (S)
and parameter (Tlimit) that turns on/off the sorting during the algorithm's execution
dynamically. This heuristics increases the overall performance of the algorithm on a
large number of DIMACS and random graphs, and can be tuned to specific graphs by
changing the Tlimit parameter.
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2.2 ProBi$ algorithm

ProBiS algorithm for detecting structurally similar binding sites in proteins using
protein graph theory (http:/insilab.org/probis-algorithm) [5]. Exploitation of locally
similar 3D patterns of physicochemical properties on the surface of a protein for
detection of binding sites that may lack sequence and global structural conservation.

ProBiS detects structurally similar sites on protein surfaces by local surface structure
alignment. It compares the query protein to members of a database of protein 3D
structures and detects with sub-residue precision structurally similar sites as patterns of
physicochemical properties on the protein surface. Using an efficient maximum clique
algorithm, the program identifies proteins that share local structural similarities with the
query protein and generates structure-based alignments of these proteins with the
query. Structural similarity scores are calculated for the query protein's surface residues
and are expressed as different colors on the query protein surface. The algorithm has
been used successfully for the detection of protein-protein, protein-small ligand and
protein-DNA binding sites.

2.3 ProBiS-ligands web server

ProBiS-ligands web server is open and free to all users at (http://probis.cmm.ki.si) that
predicts molecular ligands and their positions for a given protein based on the detection
of similarities in protein binding sites in the PDB [6]. The server predicts the binding of
ligands to a protein structure. Starting with a protein structure or binding site, ProBiS-
ligands first identifies template proteins in the PDB that share similar binding sites.
Based on the superimpositions of the query protein and the similar binding sites found,
the server then transposes the ligand structures from those sites to the query protein.
Such ligand prediction supports many activities, e.g., drug repurposing.

2.4 ProBiS-CHARMMing web server

Proteins often exist only as apo structures (unligated) in the PDB, with their
corresponding holo-structures (with ligands) unavailable. However, apoproteins may
not represent the amino-acid residue arrangement upon ligand binding well, which is
especially problematic for molecular docking.
We developed the ProBiS- CHARMMing web interface freely available for academic
users at https://probis.nih.gov [7]. We connected the ProBiS (http://probis.cmm.ki.si) and
CHARMMing (http://www.charmming.org) web servers into one functional unit that
enables the prediction of protein-ligand complexes and allows for their geometry
optimization and interaction energy calculation.

The ProBiS web server predicts ligands (small compounds, proteins, nucleic acids,
and single-atom ligands) that may bind to a query protein. This is achieved by

comparing its surface structure against a nonredundant database of protein structures
and finding those that have binding sites similar to that of the query protein. Existing
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ligands found in similar binding sites are then transposed to the query according to
predictions from ProBiS.

The CHARMMing web server enables, among other things, minimization and
potential energy calculation for a wide variety of biomolecular systems, and it is used
here to optimize the geometry of the predicted protein-ligand complex structures using
the CHARMM force field and to calculate their interaction energies with the
corresponding query proteins.

We showed how ProBiS-CHARMMing can be used to predict ligands and their
poses for a particular binding site, and minimize the predicted protein-ligand
complexes to obtain representations of holoproteins.

2.5 GenProBiS web server

GenProBiS web server (http://genprobis.insilab.org) maps sequence variants to binding
sites to enable the detection of potentially harmful sequence variants in drug discovery
[8]. Discovery of potentially deleterious sequence variants is important and has wide
implications for research and generation of new hypotheses in human and veterinary
medicine, and drug discovery.

The GenProBiS web server maps sequence variants to protein structures from the
PDB, and further to protein—protein, protein—nucleic acid, protein-compound, and
protein—metal ion binding sites. The concept of a protein-compound binding site is
understood in the broadest sense, which includes glycosylation and other post-
translational modification sites.

Binding sites were defined by local structural comparisons of whole protein
structures using the Protein Binding Sites (ProBiS) algorithm and transposition of
ligands from the similar binding sites found to the query protein using the ProBiS-
ligands approach with new improvements introduced in GenProBiS. Binding site
surfaces were generated as three-dimensional grids encompassing the space occupied by
predicted ligands.

The server allows intuitive visual exploration of comprehensively mapped variants,
such as human somatic missense mutations related to cancer and non-synonymous
single nucleotide polymorphisms from 21 species, within the predicted binding sites
regions for about 80 000 PDB protein structures using fast WebGL graphics.

2.6 ProBiS-Dock database

We have developed a new system, ProBiS-Dock, which can be used to determine the
different types of protein binding sites for small ligands [9]. The binding sites identified
this way are then used to construct a new binding site database, the ProBiS-Dock
Database, that allows for the ranking of binding sites according to their utility for drug
development. The newly constructed database currently has more than 1.4 million
binding sites and offers the possibility to investigate potential drug targets originating
from different biological species. The interactive ProBiS-Dock Database, a web server
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and repository that consists of all small-molecule ligand binding sites in all of the
protein structures in the PDB, is freely available at http:/probis-dock-
database.insilab.org.

The main goals of the newly developed database and web server are to facilitate
drug discovery and selectivity prediction through the provision of downloadable
binding sites ready for docking and inverse docking, which include all available PDBs.
Additionally, the system aims to classify binding sites as orthosteric or allosteric and
rank them based on their druggability, allowing for PDB-wide analysis. These goals are
paramount to the success of the database and web-server and will greatly enhance the
efficiency and accuracy of drug discovery efforts.

2.7 ProBiS Fold web server

ProBiS-Fold web server (http://probis-fold.insilab.org) determines protein binding sites
for all ligand types for the entire human structural proteome from the AlphaFold
database [10]. The server annotates human structures from the AlphaFold database with
or without a corresponding structure in the PDB to discover new druggable binding
sites. The ProBiS algorithm is used to compare each query protein structure predicted by
the AlphaFold approach with the protein structures from the PDB to identify similarities
between known binding sites found in the PDB and yet unknown binding sites in the
AlphaFold database.

Ligands bound in these identified similar PDB sites are then transferred to each
query protein from the AlphaFold database, and binding sites are identified as ligand
clusters on an AlphaFold protein. Small molecule binding sites are assigned druggability
scores based on the similarity of their ligands to known drugs, allowing them to be
ranked according to their perceived and actual potential for drug development.

ProBiS-Fold provides interactive and downloadable binding sites for the entire
human structural proteome, including more than 3000 new druggable binding sites that
have no corresponding structure in the PDB, taking into account AlphaFold’s model
quality, to enable protein structure—function relationship studies and pharmaceutical
drug discovery research.

This newly developed web server is groundbreaking as it enables the identification
of interactions between a vast majority of human protein structures, not just those from
the PDB. This enables the exploration of binding sites throughout the entire human
proteome. The web server also provides interactive and downloadable data on binding
sites that can be used for functional studies and drug discovery. It also facilitates
structure-based virtual screening to predict drug selectivity across the human proteome.

3. Conclusions

We have developed the ProBiS Tools for the detection of protein binding sites, as
well as the prediction and characterization of ligands. The latest addition to this suite of
tools is the newly developed ProBiS-Fold web server. This innovative server annotates
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the AlphaFold human protein structure database, which comprises over 24,000
predicted protein structures. It achieves this by identifying ligand binding sites and sites
for post-translational modifications. Additionally, it provides the 3D structures of
ligands that bind to these sites. Utilizing a structure-based comparative approach, the
ProBiS-Fold web server offers a groundbreaking capability: it enables the examination of
structures within the AlphaFold Database that lack corresponding structures in the PDB.
This tool predicts the precise locations of binding sites, identifies the ligands they bind
to, and assesses the suitability of these binding sites for drug development. Notably, the
ProBiS-Fold web server also assesses the reliability of AlphaFold structures, particularly
in relation to binding sites. A remarkable achievement of the ProBiS-Fold web server is
the categorization of binding sites into various types, including protein, peptide, nucleic
acid, small molecule (substrate and cofactor competitive), metal ion, conserved water,
and glycan categories. This categorization is dependent on the specific ligands that these
binding sites interact with. We are pleased to make all of our past, present, and future
web servers and tools freely accessible to academic users. You can access them at two
primary URLs: http://insilab.org and https://probis.nih.gov.
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Abstract: Raman spectra recorded using various Raman spectrometers can be quite different. The
main reason for those discrepancies is the lack of a consistent calibration scheme. Our work over
the past few years was devoted to finding a universal absolute calibration scheme of Raman
apparatuses that would allow us to report consistent Raman spectra of molecules with an
absolute intensity scale. The reported scheme is based on a carefully designed home-built Raman
spectrometer, for which the conceivable sources of experimental errors have been included in the
analysis, and hence eliminated. The experimental rotational and rovibrational Raman spectra of
various isotopologues of molecular hydrogen (Hz, HD, and D2) recorded on our apparatus are
then compared to very accurate, state-of-the-art calculations of Raman cross-sections, and the
comparison is used to design the final correction to the Raman intensity scale of our apparatus.
The Raman spectrometer calibrated in this way is subsequently used to measure standardized
Raman spectra of organic molecules, which can serve as benchmarks in the calibration of the
plethora of Raman spectrometers used in chemical laboratories. Most of the experimental details
of our work were already published previously (for detailed information, see the attached
reference list); the current contribution focuses on theoretical aspects of our work.

Keywords: Raman spectroscopy, absolute intensity scale, calibration scheme, Raman cross-
sections

1. Introduction

The theoretical foundations of molecular Raman spectroscopy were developed by
Placzek [1], who used the invariants of the molecular polarizability tensor and the
molecular vibrational wave functions as the basic building blocks of his theory. In
principle, the molecular geometry-dependent mean polarizability @ = d(ﬁ) and
polarizability anisotropy y = y(l_f) together with the molecular geometry-dependent
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rovibrational wave functions ¢,; = @, (I_'\')) are sufficient to predict Raman spectra
associated with molecular rovibrational transitions, (v'j") - (v'j"), where v is the
quantum number enumerating vibrational levels and j is the quantum number labelling
rotational levels. In practice, the determination of these quantities is quite cumbersome,
and a number of approximations are usually performed in quantum chemistry codes
typically employed in such calculations. In particular, it is assumed that the vibrational
potential is harmonic around the molecular equilibrium geometry ﬁeq and that the
polarizability invariants @ and y are slowly varying functions of molecular geometry R,
allowing one to retain only the first derivative terms in the Taylor expansion of @ and y
around the equilibrium geometry ﬁeq. The resulting double harmonic approximation [2]
became a golden standard in theoretical determination of Raman intensities.

A typical Raman spectrometer consists of a large number of optical elements, such as
lenses, lasers, filters, polarizers, pinholes, mirrors, polychromators, CCD cameras, etc.
Each of these optical elements has its own, quite complicated spectral characteristic,
which contributes to the distortions in the recorded Raman spectra. Consequently, each
Raman spectrometer produces a different spectrum of the same compound, often with
surprisingly large differences. A consistent calibration procedure, allowing one to post-
process the recorded Raman spectrum using some corrective spectral envelope, could
cast the recorded spectrum in a standard form. In general, no such procedure is
available.

Our dream was to design standardized Raman spectra of a series of organic
compounds that could help any experimentalist to design a post-processing correction
scheme allowing him/her to cast the recorded Raman spectrum in a standard form. Our
plan went one step further: We wanted to design benchmark spectra with accurate
calibration of the intensity scale, which can be considered as an ultimate calibration. To
this end, we had to eliminate all the sources of errors in both the experimental and
theoretical procedures usually used to determine Raman spectra of molecules. A
detailed sequence of steps used for this purpose is discussed in the next Section.

2. Calibration procedure

The procedure consisted of three steps described briefly below: (i) theoretical
determination of very accurate spectral standards, (ii) experimental characterization
and elimination of spectral distortions, and (iii) using the calibrated Raman
spectrometer with accurate intensity scale to generate a series of absolute benchmark
Raman spectra to be used as a calibration standard in the future.

2.1 Theoretical calculations of absolute Raman cross-sections

To eliminate the drawbacks of the double-harmonic approximation, we have
decided to employ in the calibration process the isotopologues of molecular hydrogen
(H2, HD, and D2) and oxygen (Oz). For those systems, we performed very accurate
calculations of polarizability invariants of molecular hydrogen as a function of the
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molecular geometry and the excitation laser wavelength [3,4]. The rovibrational wave
functions of molecular hydrogen were obtained by numerical solution to the
rovibrational Schrodinger equation with centrifugal rotational potentials and very
accurate vibrational potential including adiabatic, relativistic and radiative corrections
[5]. The polarizability invariants, needed to compute the Raman cross-sections via
Placzek’s formalism, were obtained by numerical integration over the vibrational
coordinate. This accurate procedure demonstrated that the error in the theoretical cross-
sections due to double harmonic approximation is about 3% [6].

2.2 Identification and elimination of experimental uncertainties

To eliminate the experimental uncertainties, a general multistep procedure for
sensitivity analysis or Raman spectrometers has been designed, which consisted of three
corrections allowing to eliminate various sources of experimental errors. The first
correction accounted for the photons-per-wavenumber conversion factor. The second
correction accounted for the various sensitivity offsets in the employed channels of the
CCD camera. The third, final correction was based on the theoretically determined
absolute Raman cross-sections of selected rovibrational transitions [7,8,9]. In addition to
these developments, we have evaluated the variability of the recorded Raman spectra of
selected molecular transition in long-lasting Raman experiments, showing that the
fluctuations in the position and the intensity of Raman bands can be quite sizable [10].

2.2 Benchmark Raman spectra with absolute intensities

The Raman spectrometer calibrated using predicted Raman spectra of hydrogen was
first used to generate gas-phase and liquid-phase benchmark Raman spectra of benzene
and cyclohexane. [9] The latter were subsequently used to record (using absolute
intensity scale) liquid-phase spectra of over 100 organic compounds to be used in the
future as a benchmark for calibrating other Raman spectrometers.

3. Conclusions

A standardized Raman spectra of a series of organic compounds were obtained with
an accurate intensity scale on a home-built Raman spectrometer calibrated using
theoretically determined accurate Raman cross-sections of rovibrational transitions in
molecular hydrogen. The spectra determined in such a way will serve as benchmarks for
calibration (relative and absolute) of other Raman spectrometers as well as comparison
with theoretical estimations.
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Abstract: With the proliferation of deep learning (DL) techniques in biomedical applications, the
need for large-scale and diverse datasets has become more and more apparent. However,
obtaining labeled biomedical data is often challenging. Concerns such as patient privacy, data
sharing issues, ethical questions, and the lack of data - either due to the bias towards patients
affected by an illness in medical examinations or due to the rarity of the investigated disease, can
cause significant issues in the data collection process. In addition, manual annotation of collected
data is time-intensive and requires trained personnel. One of the potential solutions discussed in
the area of data science is the application of synthetically generated data, with the goal of creating
artificial data points, based on previously collected data, which can aid in model training. A look
into the existing synthetic data applications and generation methods, for both numeric and image
data is provided by the authors. This paper explores the potential of synthetic data generation as
a solution to this data scarcity, with the focus given on current state-of-the-art methods, standard
approaches and challenges introduced by the application of the synthetic data in DL
methodologies, and future opportunities in the field.

Keywords: biomedical data, data science, deep learning, generative data methods, synthetic data

1. Introduction

Deep learning (DL) is a subset of machine learning (ML) which focuses on model
training on pure, unprocessed data [1]. This approach significantly simplifies the process
of model training for researchers, as the algorithms can be applied directly to the
collected (labeled) data. As there is no need for preprocessing, the modeling process is
significantly sped up, as a large number of DL algorithms are available for direct
application [2]. Despite the simpler approach, DL-based models have been shown to
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have a higher performance ceiling in comparison to deterministic or classical ML
approaches [3]. Still, the trade-off is the need for a much higher amount of training data
points — while traditional deterministic approaches may be based on less than a hundred
data points, and ML approaches may need less than a thousand; DL approaches will
often require thousands of data points, if not tens of thousands of data points, in order to
achieve a high-performing and well-generalizing model [4].

This need for a larger amount of data points is only exacerbated in fields in which
data collection is already complicated, due to the complexity of the needed approaches
or data scarcity. One of the fields in which this issue is most apparent is biomedicine.
There are multiple issues which increase the complexity of collecting enough data to
apply DL methods, the first of which is simply the lack of data [5]. Studying certain
ailments which rarely appear in the population is a significant issue. Even when the data
can be collected, it is rarely well-balanced, due to biases inherently present in the
biomedical data [6]. Most of the patients who suffer from the ailments are the ones who
fall into comorbidities, common to the ailment that is being investigated. Additionally,
medical examinations are usually performed on patients which exhibit symptoms
related to the investigated disease - because of which the patients which do not suffer
from the investigated ailment may suffer from other diseases which can muddle the
data. Finally, the ethical issues of data privacy make data collection complex [7]. Sharing
the data between hospitals and research centers can be slowed down by the need for
approvals from different levels of committees. This point is even more apparent when
researchers attempt to alleviate the data collection issues by collecting data from
multiple sources, especially when the hospitals included in the study originate from
different countries [8].

One of the possible approaches which may be used to address the issue of the need
for large data amounts is the application of synthetic data generation. This type of data
collection is also commonly referred to as in-silico (compared to in-vivo and in-vitro) data
collection [9]. While in-silico modeling and studies have been accepted as valid data
study types, in-silico data generation for further studies is a newer field [10]. Synthetic
data is based on simulation, statistics or heuristics of existing data, and allows for a very
rapid generation of data points - provided that some data was already collected. Various
methods for data generation exist and are commonly split into simulation and statistical
approaches. Simulation approaches aim at the creation of simulated environments and
data collection from executing the created simulations under different conditions, while
statistical data generation includes statistical and heuristic methods which are trained on
already collected data [11].

2. Research trends

Observing the trends for publications within the topic of DL in biomedicine can be
performed by researching the number of publications focusing on the publications
which include appropriate keywords. Figure 1 shows the number of papers which
include the keywords “Deep Learning” and “Biomedicine” since 1991, as published in
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Web of Science Core Collection indexed journals. Figure 1 shows an exponential growth
in the number of papers published targeting the topics, indicating an interest in the
application.

Amount of papers with terms "Deep Learning" and "Biomedicine" through years
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Figure 1. Publications which include keywords “Biomedicine” and “Deep Learning”, per year.
From the Web of Science Core Collection. Includes related keywords and variations.

The same methodology can be applied to synthetic data, as shown in Figure 2. It
can be seen that synthetic data has a significantly smaller number of publications, in
conjunction with biomedicine. Such a discrepancy is significantly smaller when
searching for synthetic data in all topics - which indicates less use of synthetic data
compared to other fields. Still, a significant growth in the application of synthetic data in
biomedicine is apparent since 2017. The point of note is the current year - this year's
number of new publications is around 65% of the previous years, while for synthetic
data the number is 93.75% (data collected August 2023). This indicates that the number
of publications including synthetic data in biomedicine can be expected to experience a
significant increase in this and upcoming years.

Amount of papers with terms "Synthetic Data" and "Biomedicine” through years
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Figure 2. Publications which include keywords “Biomedicine” and “Synthetic data”, per year.
From the Web of Science Core Collection. Includes related keywords and variations.
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3. Synthetic data generation methods
3.1. Methods for generating synthetic image data

The process of generating image data is almost exclusively done with the
application of generative adversarial networks (GANs). These networks consist of two
separate but connected networks - the generator and differentiator. The process of
training the GAN starts by training the differentiator. It is trained to classify the input
images into two classes - ‘real’ and ‘fake’, which is accomplished by automatically
labeling the images from the dataset as ‘real’ and generating random noise in the shape
equal to the images and labeling it as ‘fake” data. The second network - the generator, is
trained to generate images from the random noise vector used as the output. The output
of this network is then fed into the differentiator. If the differentiator notes the image as
‘fake’ this is used as the error and, using the standard backpropagation process, trains
the generator. If the generated image is instead classified as real, this is in turn used as a
differentiator error and backpropagated adjusting the weights. This process is repeated
over the course of multiple iterations until a quality model is achieved [12].

The second manner in which image data can be generated is the use of generative
pre-trained transformers (GPT) models. These models, commonly commercially
available - such as DALL-E, can be used to generate high-quality images based on
imputed textual prompts. Still, since they are trained on the general data - unlike GANs
which are commonly developed on a specific targeted dataset, such models do not
generate precise images in the context of medical applications yet [13].

3.2. Methods for generating numeric synthetic data

There are two main approaches in numeric data generation - heuristical and
statistical. The heuristic approach is based on the same principle as the aforementioned
GANSs. Conditional Tabular GAN (CTGAN) is a method which works in nearly the same
manner as GAN - through the training of adversarial networks, with the added
conditionals which keep the generated data within desired ranges, based on the original
data vectors. Other methods, such as Triplet-Encoded Variable Autoencoder (TVAE) use
the same principle while replacing the neural network with a different ML-based
algorithm as the foundation [14].

Statistical methods focus on modeling the descriptive statistics and distributions of
data, and then generate the data that falls within such defined limits. One of the most
commonly used methods are the copula-based methods. Copulas are equations which
allow the mapping of one distribution to another. They are commonly applied by
generating a hypercube with ranges <0,1>, and dimensions equal to the number of
variables. Then, the copula is determined, as a function that transforms the data vector
of the input to the data of the uniform distribution. Then, randomly generated points
within the hypercube can be transferred back using the inverse copula function -
generating a new
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data point [15]. It is common to combine these two types of methods - such as CopulaGAN
which uses GANs to determine the copula functions for the dataset [16].

3.3. Simulation based synthetic data

Simulation based synthetic data refers to the process of creating a computational
simulation of a certain process [14]. The created simulation must be verified against real
data - with the common approach being the creation of testing sets, similar to ML. There
are significant shortcomings of this approach - the researchers creating the model must
be extremely familiar with the underlying intricacies of the problem (e.g., the anatomy),
in addition to possessing the modeling knowledge. Additionally, the created models do
not necessarily share the benefits associated with ML- and statistics-based models: most
complex modeling parts are done by humans instead of automated software, rapid
generation of results due to low computational cost is not present (depending on the
simulation, the computational cost may be extremely high) and may be created in paid,
domain-specific, software which can raise the barrier of use. The main benefit of such an
approach is the possibility of clear model exploration - in other words, this approach
avoids the “black-box” problem associated with ML-based models [17].

4. Challenges and best practices.

The goal of this chapter is to address the challenges with the use of synthetic data in
biomedicine, split into three main groups - methodological, technical and ethical.

One of the main methodological concerns, currently largely unaddressed, is the so-
called “mode collapse” [18], which presents itself as a low variety within the generated
samples. The best manner of addressing this is to continually test the variety of the
generated samples during the generator training. The second large issue is the problem
of inherited bias [19]. Generated data is based on the original datasets, and it may
include any of the biases that were present in the original data. The synthetization
methods cannot address this issue by themselves, and because of that it is important to
ensure that the original datasets do not contain biased data. Due to the lower amount of
data necessary, this is more easily accomplished, and it can be addressed along with the
generalization issue through the use of diverse data sources. Finally, there are the issues
of overfitting the data and overgeneration. Data overfitting results from over-trained
models which generate data that does not contain any variability and information not
present in the original data - meaning that from the perspective of the training model
algorithm used at the later stages of research, the new data points do not advance the
modeling performance. This issue is commonly addressed through continual analysis of
the generated data in comparison to the original data using entropy and variability
measuring techniques [20]. Overgeneration can be addressed in the same manner. It
refers to the mistake of generating a vast amount of data points, which do not introduce
any new information (this can be thought of as a forced mode collapse due to large
amounts of data), and only negatively affect the training times.
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Technical issues also arise - such as the issue of training and storing the generated
data. The generator models are more complex than the classification/regression models
used in the later stages of research, and as such require high computing power [21].

Finally, ethical issues are the most commonly discussed issues pertaining to the use
of synthetic data in biomedical applications. Two main concerns are patient protection
and misrepresentation. Misrepresentation refers to the usage of synthetic datain lieu of
real data without disclosing it. Data differentiation should be used on any datasets of
questionable origin [11]. As for patient protection, two main issues arise. Consent for
synthetic data use is questioned at large, in various fields [22] - while the data used in
the study may not be the actual patient data, it is still based on it. The question of patient
rights in this type of situation is largely unanswered. This is exacerbated by the
pseudonymization issue, which posits that it may be possible to back-map the original
data from the synthetic data, as that data is not completely anonymized. For this reason,
it is important to perform proper anonymization procedures on the data prior to the use
for data synthesization.

5. Future approaches

As mentioned previously, synthetic data is a hot-topic field. Due to this,
methodological improvements can be expected. ML-based synthetization methods can
benefit from any improvements related to improving the speed of ML-training, such as
distributed training algorithms or advanced architectures [23]. This speed-up will allow
for rapid synthesization of models, and allow the online training feedback loops which
can continually update and test the models in an automated manner [24].

In addition to DL-model training there are plans for using the synthetic data in other
manners, such as training. Generating synthetic data for the purposes of medical expert
training can be valuable, especially in cases of rare diseases or atypical symptoms which
may appear in synthetic data. This will allow the trainees to learn from a wider set of
examples compared to possibly limited learning opportunities [25].

Finally, one of the larger issues which must be addressed in the future is the issue of
oversight. The creation of national- or international-level bodies which will provide
guidelines on the use and application of synthetic data may be key in the protection of
patient privacy and the assurance of proper data use, to avoid issues of unreliable
models being used [26]. Another manner of addressing issues related to synthetic data is
the creation of data authenticity standards or proper synthetic data standards. Such
standards will allow for the researchers to be certain that the data which they use in
their study is original or generated using proper procedures [27].

6. Conclusions
The use of synthetic data in biomedical applications, especially for the development

of DL-based prediction models is a highly researched topic, with many different
methods being presented. Still, with the growing use of generated data points for model
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training, it is important to continuously consider the possible issues and best practices
that allow for the avoidance of negative consequences.
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Abstract: Considering the properties of water and benzene molecules, one can expect very
different benzene/benzene and water/water interactions. Benzene does not have a dipole
moment, while water does. Analysis of the data in the crystal structures in the Cambridge
Structural Database (CSD) revealed the most frequent benzene/benzene and water/water
geometries. The majority of the benzene/benzene interactions in the crystal structures in the CSD
are stacking interactions with large horizontal displacements, and not geometries that are minima
on benzene/benzene potential surface. A large number of the water/water contacts in the CSD
are hydrogen bonds, 70% of all attractive water/water interactions. In addition, water/water
contacts with two water forming antiparallel interactions are 20% of all attractive water/water
contacts. In these contacts, the O-H bonds of water molecules are in antiparallel orientation. In
benzene/benzene interactions at large horizontal displacements, two C-H bonds also are in the
antiparallel orientation. This shows that although the two molecules are different, both of them
form antiparallel interactions with a local O-H and C-H dipole moments.

Keywords: H-bond, T-shaped, stacking, noncovalent

1. Introduction

Both benzene and water are liquids at room temperature, and it is their common
property. It means that intermolecular interactions are strong to keep molecules in the
liquid phase, however, not strong enough to form a solid phase. It raises the interesting
question of the intermolecular interactions among water molecules and among benzene
molecules.

Water is a polar solvent. It has been well known, for over a hundred years, that
water molecule is polar and forms hydrogen bonds, while hydrogen bonds define many
properties of water as a substance. For example: melting and boiling temperatures,
density of liquid water and ice, snowflakes and shapes of snowflakes. On the other
hand, benzene is a non-polar solvent. Benzene boils at 80.1 °C, indicating that
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interactions among benzene molecules are weaker than interactions among water
molecules.

A large number of papers has been published on water hydrogen bonds and on
interactions between benzene molecules. Quantum chemical calculations in the gas
phase showed that the minimum on the potential surface of water/water dimer is the
hydrogen bond, where the dipole moment of water plays an important role (Figure 1a).
The calculations show that the minima on the potential surface for benzene/benzene are
stacking (parallel displaced) geometry and T-shaped geometry (Figure 1).

a) b)

hydrogen bond parallel displaced T-shaped

Figure 1. Minimum on potential surface for water/water dimer (hydrogen bond) and minama
on potential surface for benzene/benzene dimer (parallel displaced and T-shaped geometry).

In this work, we compare the data on the water/water and benzene/benzene
interactions in the crystal structures from the Cambridge Structural Database (CSD) and
we show the common properties of these interactions.

2. Results and discussion

The analysis of all crystal structures in the Cambridge Structural Database (CSD)
showed that the most frequent interaction between two water molecules is the hydrogen
bond, in agreement with the calculated minimum on the potential surface in the gas
phase (Figure la). However, the most frequent interaction of two benzene molecules is
not in agreement with the calculated potential energy surface, it is stacking geometry
(parallel displaced) with very large horizontal displacement (Figure 2b).
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Figure 2. The water/water antiparallel interaction (a), benzene/benzene interaction at large
horizontal displacement (b) and their corresponding overlaid electrostatic potentials.

The quantum chemical calculations of potential surface of water/water interactions
showed that the minimum is a hydrogen bond. Analysis of the data in the crystal
structures in the Cambridge Structural Database (CSD) revealed antiparallel water/water
interactions, in addition to classical hydrogen bonds [1]. The geometries of all
water/water contacts in the CSD were analyzed and for all contacts interaction energies
were calculated at accurate CCSD(T)/CBS level. The results showed that the most
frequent water/water contacts are hydrogen bonds; hydrogen bonds are 70% of all
attractive water/water interactions. In addition, water/water contacts with antiparallel
interactions are 20% of all attractive water/water contacts. In these contacts, O-H bonds
of water molecules are in antiparallel orientation (Figure 2a).

The quantum chemical calculations of potential surface of benzene/benzene
interactions showed two minima stacking (parallel displaced) geometry and T-shaped
geometry. Analysis of all benzene/benzene contacts in the crystal structures in the CSD
revealed the most frequent benzene/benzene geometries [2]. The majority of the
benzene/benzene interactions in the CSD are stacking interactions with large horizontal
displacements, and not geometries that are minima on benzene/benzene potential
surface. In benzene/benzene interactions at large horizontal displacements two C-H
bonds are in the antiparallel orientation (Figure 2b).

In these O-H and C-H antiparallel interactions, two dipoles are in antiparallel
orientation enabling close contact of positive and negative regions of the dipoles (Figure
2). Symmetry Adapted Perturbation Theory (SAPT) analysis showed that electrostatic is
the largest attractive force in antiparallel interactions. Antiparallel interactions are also
possible between O-H and C-H bonds; in the crystal structures from the CSD these
interactions are observed as one of the types of water benzene interactions [3].
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3. Conclusions

In spite of being quite different substances, benzene and water can form similar
noncovalent interactions. Analysis of the data in the crystal structures in the CSD
revealed similarities in benzene/benzene and water/water interactions since both can
form antiparallel interactions.

The analysis of the crystal structures from the CSD shows that the majority of the
benzene/benzene interaction are stacking interactions with large horizontal
displacements in which the dipole moment of the C-H bond plays an important role. A
significant number of water/water interactions are antiparallel interactions, namely 20%
of all attractive water/water contacts in the CSD are antiparallel interactions. These
antiparallel interactions are a consequence of the interaction of two O-H bonds in which
dipoles are in antiparallel orientation.

This shows that although these two molecules are very different, they can have
similar interactions with respect to the local dipole moment. The deciding factor for
these two important interactions is the antiparallel dipole moments of the O-H and C-H
bonds.
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Abstract. The fossil fuels-based economy led to considerable growth in CO: footprint
and air pollution. The shift toward renewable and green energy sources is necessary and
a hydrogen-based economy may be a solution for both climate change and the need for a
secure energy supply. To make the transition from the present carbon-based economy to
the hydrogen economy several problems have to be solved, regarding the production,
safety issues, and the storage of hydrogen. Hydrogen has high gravimetric chemical
energy (142 MJ/kg) and its electrochemical reaction with oxygen in the fuel cell leads to
zero carbon emission. It is abundant, but in the bonded form in water, hydrocarbons,
and other organic compounds. The most of hydrogen is produced by the steam
reforming of hydrocarbons. However, this is so-called “grey hydrogen”, as a
considerable amount of CO: and CO is released during the process. To meet the
sustainability criteria, it is necessary to make the methods of “green hydrogen”
generation, like water electrolysis, more affordable and energy efficient. Thus, the
development of low-cost, stable electrocatalysts with high activity for the hydrogen
evolution reaction (HER) without noble metals, is a considerable challenge.

Among all possible solutions for hydrogen storage (gas cylinders, liquid tank, solid-state
storage), the one which relies upon storage in solid media such as hydrides, is the most
attractive. Solid-state storage implies hydrides such as metal/intermetallic and complex-
chemical hydrides. Since the release of hydrogen from hydrides takes place via an
endothermic process, this method of storage is the safest of all mentioned, but the
problem of the slow sorption process and high temperature of desorption has to be
solved if hydrogen is to be used as an energy carrier. In the last three decades, many
studies have been performed, both experimental and theoretical, on the same subject -
how to overcome these drawbacks. Sluggish thermodynamics and slow
sorption/desorption kinetics can be altered by MgH: destabilization through surface
modification and structural deformation.

To improve the diffusivity of hydrogen in the metal hydride, various techniques such as
ball milling and ion bombardment are applied, which in turn reduces the particle size,
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increases the defect concentration and shortens the diffusion path for hydrogen. Also,
sufficiently fast hydrogen sorption kinetics has been achieved by using metals, metal
oxides, transition metals, and transition metal oxides as additives in the process of
milling. In this short review, we have summarized the possibilities for the storage and
production of hydrogen by green synthesis methods.

Keywords: hydrogen economy, storage, hydrogen production, metal hydrides

1. Introduction
1.1 Hydrogen production — hydrogen colors

Hydrogen itself is a colorless gas, but there are nine color codes to identify hydrogen.
The color codes of hydrogen refer to the source or the process used to make hydrogen.
These codes are green, blue, grey, brown or black, turquoise, purple, pink, red, white,
and gold.

e Green hydrogen is produced through the water electrolysis process by employing
renewable electricity. The reason it is called green is that there is no CO:z emission
during the production process. Water electrolysis is a process that uses electricity to
decompose water into hydrogen gas and oxygen. The main challenge is to find good
catalyst for water splitting. A material with the most desirable properties for
catalytic water splitting is molybdenum disulfide (MoS:) [1]. Molybdenum disulfide
(MoS2), as a representative of the broad class of transition metal dichalcogenides
(TMDC) attracts significant attention as a catalyst due to its high efficiency and
abundance, noble metal-free composition, and consequently low cost [1]. Whereas
bulk MoS: is not considerably catalytically active, various nanostructures express
excellent HER activity and outstanding performance in charge storage. Most of the
activities in our lab are based on the development of different nanostructures and
their composites [1].

e Blue hydrogen is sourced from fossil fuels. However, the CO: is captured and stored
underground (carbon sequestration). Involved companies are also trying to utilize it
through Carbon Capture, Storage, and Utilization (CCSU) process. Utilization is not
essential to qualify for blue hydrogen. As no CO: is emitted, the blue hydrogen
production process is categorized as carbon neutral.

¢ Gray hydrogen is produced from fossil fuels and commonly uses the steam methane
reforming (SMR) method. During this process, CO: is produced and eventually
released into the atmosphere.

¢ Black or brown hydrogen is produced from coal. The black and brown colors refer to
the type of bituminous (black) and lignite (brown) coal. The gasification of coal is a
method used to produce hydrogen. However, it is a very polluting process, and CO2
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and carbon monoxide are produced as by-products and released into the
atmosphere.

e Turquoise hydrogen can be extracted by using the thermal splitting of methane via
methane pyrolysis. The process, though at the experimental stage, removes the
carbon in a solid form instead of CO:2 gas.

e Purple hydrogen is made using nuclear power and heat through combined
chemothermal electrolysis splitting of water.

e Pink hydrogen is generated through the electrolysis of water by using electricity
from a nuclear power plant.

¢ Red hydrogen is produced through the high-temperature catalytic splitting of water
using nuclear power thermal as an energy source.

¢ White hydrogen refers to naturally occurring hydrogen.

¢ Gold hydrogen is made by injecting bacteria that convert residual hydrocarbons
located within depleted, abandoned oil wells into CO2 and Hz gases. While the H: is
collected for use, the CO: is sequestered, making gold hydrogen a zero to negative
carbon emission process. Through this method, golden hydrogen allows oil and gas
companies to make “second use” of old oil and natural gas assets, extending the
profitability of drilling projects.

1.2 Hydrogen storage

Hydrogen storage is a key enabling technology for the improvement of hydrogen and
fuel cell technologies in applications for both stationary and portable power and
transportation. To store 1 kg of hydrogen, a volume of about 11 m? is needed. Given that
this quantity can allow a hydrogen-powered vehicle to travel 100 km, it is easy to see
why storing it in its natural form is so complicated. Hydrogen has the highest energy per
mass of any fuel; however, its low ambient temperature density results in a low energy
per unit volume, therefore requiring the development of advanced storage methods that
have the potential for higher energy density. Hydrogen can be stored physically as
either a gas or a liquid. Storage of hydrogen as a gas typically requires high-pressure
tanks (350-700 bar tank pressure). Storage of hydrogen as a liquid requires cryogenic
temperatures because the boiling point of hydrogen at standard pressure is —252.8°C.
Hydrogen can also be stored on the surfaces of solids (by adsorption) or within solids
(by absorption). Compressed hydrogen storage involves the physical storage of
compressed hydrogen gas in high-pressure vessels. The current near-term technology
for onboard automotive physical hydrogen storage is 350 and 700 bar nominal working-
pressure compressed gas vessels — that is, "tanks."

Liquid hydrogen storage requires refrigeration to a temperature of 20 K, and the
liquefaction process requires an industrial facility expending a minimum of 15.1 MJ/kg.
On the other hand, hydrogen storage in the form of hydrogen-containing liquids (HCL)
can be classified into two categories: organic-based and not-organic-based liquids. The
organic-based-hydrogen-containing liquids are essentially hydrocarbons (gasoline or
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diesel). Methanol, ethanol, isopropanol, or formic acid are also HCL but to contribute
positively to the energy transition, these vectors cannot be obtained from fossil origin.

In materials-based storage, hydrogen is stored in materials such as metal or chemical
hydrides. The binding energy between hydrogen molecules and the materials varies
depending on the type of their interaction. Metal hydrides can be defined as
concentrated single-phase compounds between a host metal and hydrogen. For most
uses, the sorption of hydrogen has to be done in a small temperature/pressure interval;
this is one of the main advantages of metal hydrides over high-pressure tanks which
shows that the system should present a flat plateau and small hysteresis. Among metal
hydride-based hydrogen storage materials, magnesium and magnesium-based hydrides
have been considered feasible materials to store hydrogen and have attracted huge
attention in recent years. This is mainly due to the great abundance of magnesium in the
Earth's crust as well as the high hydrogen gravimetric and volumetric density of
magnesium hydride (MgH>) [2].

3. Conclusions

Decarbonizing the planet is one of the goals that countries around the world have set
for 2050. To achieve this, decarbonizing hydrogen production, giving rise to green
hydrogen is one of the keys as this is currently responsible for more than 2% of total
global CO:z emissions. Finding out how this is to be achieved and what is its impact, is a
crucial task in the coming decades.
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Abstract: We report the preliminary results of a laboratory validation study of a new
polycardiographic device for the assessment of cardiovascular function (SensSmartTech). The
main principle behind polycardiography is a synchronized measurement of multiple electro-
mechanical parameters of the cardiovascular system. The assessment is non-invasive and entails
electrocardiography, photoplethysmography, phonography and seismography. The study’s
results validate the use of the proposed policardiograph implementation in settings with varying
measurement and physiological conditions in both clinical and homecare settings. A simple
signal analysis shows that the method is suitable for automated determination of diagnostically
relevant features including the heart rhythm, openings and closures of heart valves, heart sounds,
and systolic intervals generated as a combination of electrical and mechanical observables.

Keywords: polycardiography, cardiovascular, signal processing

1. Introduction

Polycardiography was proposed in 1940 [1] and was heavily studied in the 1970s [2]. A
polycardiograph recorded ECG, heart sounds, and carotid pulses, which were
subsequently analyzed to determine the coupled electromechanical properties of the
cardiovascular system. Its notable uses are in determining the cardiovascular
performance of astronauts and athletes [3] and the status of heart failure (HF) patients
[4]. The latter relied on the determination of systolic time intervals and it has been
shown that the shortening of the left ventricular ejection time (LVET) and lengthening of
the pre-ejection period (PEP) are associated with the development of HF [5-10].
However, technological constraints such as poor signal reproducibility, signal
dependence on the operator, insufficiently fast synchronization of different recordings,
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and modest data processing capabilities, impeded a wider application of
polycardiography [11, 12]. In particular, the interest in recording heart sounds gradually
decreased since obtaining high-quality recordings of heart sounds was difficult,
apparatus-dependent, and insufficiently quantitative for a high level of standardization
[11]. Even more impairing was the inability of sphygmographs and tonnographs to
produce reproducible and operator-independent measurements of carotid pulses due to
the operator-dependent compulsory pressing (applanation) of the blood vessel. In
addition, the mandatory synchronous data acquisition required a non-trivial
optimization of the recording tape speed to accommodate multiple time scales of
different measured parameters [12]. At the same time, ultrasound investigations
(echocardiography) became available and gradually improved, providing information
more closely related to heart action in terms of heart valve and wall movement and
blood velocity. Nowadays, echocardiography and cardiac imaging techniques are
established as the gold standard for the diagnosis of HF (sensitivity of 95% and
specificity 88% [13]) and other conditions. However, despite good diagnostic
parameters, echocardiography requires a highly-trained specialist and 20-30 min test
duration. The corresponding high cost and operator dependence make it unsuitable for
use in screening and primary care. As a consequence, HF is usually diagnosed at a very
late stage of the disease, while a substantial number of patients remain undiagnosed and
without adequate treatment [14].

Technical developments of the last half century have enabled the major drawbacks of
polycardiography from the 1970s to be overcome [15, 16]. Here, we take advantage of
modern sensing technology and construct a multisensory system that eliminates the
aforementioned disadvantages and enables non-invasive multi-parameter measurement
of electrical and mechanical signals of the heart suitable for primary care utilization and
big data collection. The paper reports on the laboratory validation study of this system
and its early results.

2. Method
2.1 Acquisition device

The acquisition device is battery-operated and connected to a portable notebook
computer equipped with a user interface that controls the recording sequence, data
acquisition, processing, and storage, and displays the signals in real-time. The device has
a modular structure with 3 modules (Fig. 1):

e Module for the acquisition of heart sounds (PCG module)

e Module for the acquisition of 12-lead ECG signals (ECG module)

e Module for the acquisition of mechanical arterial/heart pulses from accelerometer

sensors and photoplethysmograph sensors (ACC/PPG module).

PCG module is a module for recording the data from two stethoscopes. The module
is based on STM32F407 microcontroller which acquires data from analogue microphone
sensors. The acquisition sample rate is 1 kHz with 16-bit A/D conversion. Microphone
sensors are low-noise MEMS microphones ICS-40300 with extended low-frequency
response below 50 Hz. The microphone is encapsulated down the pipe of the
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stethoscope in order to fully maintain the resonant characteristics of the stethoscope bell
and thus provide good quality heart sound signals. As major frequency components of
heart sounds are below 200 Hz, the sampling frequency of 1 kHz is sufficient. MEMS
microphones are chosen to have high sensibility and wide frequency bandwidth. The
PCG module is a master module for control of synchronization. This module transmits
data to a PC over Ethernet. The patient is interfaced via the membrane head of the
cardiology stethoscope SPIRIT CK-54748PF63. In the measurements in a supine position
the stethoscope is not fixed, while in the measurements in a standing or sitting position
it is fixed by an elastic tape.

DEVICE
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Figure 1. Polycardiography. (a) Schematics of a polycardiograph unit with 3 modules:
phonocardiograph as a master module, electrocardiograph and a module for acquisition of
acceleration and plethysmographic data. (b) Polycardiograph device with sensors. (c) Typical
polycardiographic signals.

ECG module is mainly based on Texas Instruments chip ADS1298. This chip has
advanced functionalities that allow for a straightforward acquisition of ECG signals. It
consists of 8 channels with 8 differential amplifiers and a 24-bit A/D converter with a
maximum sampling frequency of 32 KHz. The ECG module samples the ECG signal
with a 500 Hz sampling frequency. ECG chip is controlled by a microcontroller
(STM32F407) over SPI. Data is acquired in real-time and transmitted to the PC over
Ethernet. Electrodes are DC coupled to the inputs of the ECG chip. The patient is
interfaced via the commercially attested self-adhesive electrodes (in the SensSmartTech
study, NM 2844 RFS Ceracarta).

ACC/PPG module is one common module for data acquisition from both
accelerometer and PPG sensors. It consists of one microcontroller STM32F407 which
acquires data from sensors over I2C. The accelerometer sampling rate is 500 Hz with an
acceleration range of +/-1 g. It is possible to use up to 2 sensors from each group of
sensors. PPG sensor chip MAX86150EFF+T is a Maxim Integrated chip with integrated
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all necessary components for reflective photoplethysmography measurement. It has
integrated photodiodes, one red and one near infrared LED. Ambient light and offset
rejection, photodiode amplifier gain control and LED intensity control are built-in
features of the sensor that simplify its usage and eliminate the need for processing when
data is acquired. The sampling frequency of the photodiode A/D converter is 100 Hz.
Data is synchronously acquired from both groups of sensors and transmitted to the PC
over Ethernet. ACC sensors are mounted via a self-adhesive electrode. PPG sensors are
mounted using the non-elastic Velcro tapes, allowing for controlled positioning and
pressure.
Crucial design constraints of the multi-sensor device are the sampling frequency of each
module and the synchronization of the modules. In the used timestamp method, the
time difference between modules originates from the limited accuracy of the crystal
oscillators. Considering that each module is equipped with an MHz oscillator of 20 ppm
accuracy, the time shift accumulates to 1.5 us for a 30s recording. This is small compared
to the sample periods of each module and diagnostically significant time intervals.
Multiple built-in synchro tests and a detailed analysis of the difference between signal
peaks proved this estimate correct.

All elements of the multi-sensor device and system software comply with the
harmonized standard EN ISO 14155. The sensors are commercially available, electrically
and radiation safe, and in biocompatible housings.

2.2 Measurement protocol

The aim of the SensSmartTech study was to test the polycardiographic
measurements under different conditions and to examine the possibility of detection of
characteristic signal features. The measurement in laboratory conditions before and after
the activity, hence under the varying heart rate, suited this purpose. The subjects were
first measured three times in standing position (reference measurements) and then they
were asked to run on a training track to their personal limit of being comfortable. As
soon as they reached the stationary standing position again, the measurement was
repeated several times until the heart rate decrease levelled off. Each measurement
lasted 30 s. We used a subset of sensors: 6 ECG electrodes (4 limb and precordial V3 and
V4), 1 accelerometer placed between V3 and V4, 1 stethoscope placed at the xiphoid, and
2 PPG sensors placed above the carotid and brachial arteries. Recorded signals were
encrypted to ensure the anonymity of the subjects in relation to researchers who process
the data and other potential users of the database. The SensSmartTech study was
approved by the Ethical Committee of the Vinca Institute of Nuclear Sciences, University
of Belgrade (approval number 116-18-2/2022-000).

3. Preliminary Results

3.1 SensSmartTech Database

The database contains 348 recordings taken on 34 healthy volunteers with an average
age of 35.3 £ 9.4 years and a BMI 25.0 + 4.2. Upon removal of recordings with insufficient
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signal quality or interruptions, the data set used in the further analysis contained 342
recordings, out of which 102 reference recordings and 140 recordings at increased HR.
3.2 Signal quality analysis

Table 1. Signal-to-noise ratio of signals from different sensors on the whole set.

SNR [dB] ECG MIC PPG1 PPG2 ACC
<SNR> + std(SNR) 15.8#3.0 3.7+1.55 9.1£3.5 9.3£3.5 4.7+1.8

SNRmin 6.7 0.4 1.3 0.46 0.5

SNRmax 244 8.2 18.43 17.8 9.0

Signal quality was assessed in terms of the signal-to-noise ratio (SNR), which was
calculated as the ratio of the filtered signal and noise energy (MATLAB, Mathworks).
The filtered signal was obtained by applying a high-pass filter with a cut-off of 1 Hz to
eliminate the baseline wonder and respiration and a low-pass filter with a cut-off of 100
Hz to eliminate noises. Additionally, a 50 Hz notch filter was applied to ECG signals to
eliminate the power line interference. The noise was estimated under the assumption
that the median beat is a noise-free signal. SNR of each signal was calculated in four
steps: division of the filtered signal into pulses, calculation of the median, estimation of
the SNR for each pulse with respect to the median, and averaging of the SNRs across all
pulses. Table 1 shows statistics on the whole set.

—ECG
—SCG
~—HFACC
AO
AC
MC
J\/\«Jw
1 11.1 12 113 114 115 11.6 117 11.8
time [s]

Figure 2. ACC signal decomposed into seismograph and high frequency signal. Shown is the
envelope of the high frequency component. The annotated points are MC- mitral valve closure,
IM - isovolumetic moment, AO - aortic valve opening, AC — aortic valve closure.

Expectedly, the most robust signal is the ECG signal with the set average SNR > 15 dB.
Mechanical signals are clearly more affected by noise. We can explain this by their
dependency on sensor position, pressure applied when mounting and underlying
tissues. The slow signals, PPG1 and PPG2, have a respectable SNR > 9 dB. Faster,
oscillatory, signals, MIC and ACC, were more susceptible to noise with the set average
SNR < 5 dB. However, their components were robust to noise and displayed
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physiologically relevant features on the beat-by-beat basis. An example in Fig. 2 shows
semismographic component (<25 Hz) and the envelope of the high-frequency
component (>25 Hz) of a typical ACC signal. Both signals contain clear systolic and
diastolic parts with recognizable points that can be annotated according to the
definitions in the literature [17].

Remarkably, SNR did not have any correlation with HR and was not affected by varying
HR (in the first signals measured after running the HR often decreased for 20 bps in 30
s), meaning that the polycardiograph can be used in the presence of arrhythmias.

3.3 Automated feature detection

Polycardiographic combination of electrical and mechanical signals enables the
determination of characteristic intervals in the cardiac cycle, such as electro-mechanical
systole (QS2 = S2 - Q), left ventricular ejection time (LVET = S2 - the onset of PPG) and
pre-ejection period (PEP = QS2 - LVET), which are not easily observable by a single
electrical or mechanical sensor. Typically used electromechanical measurement in the
standard clinical praxis is the application of an ECG electrode during echocardiographic
assessment; thus inheriting the practical insufficiencies of the echocardiography.

Figure 3 shows an example of automated detection of the characteristic electrical and
mechanical events in the recorded polycardiographic sequence. In particular, we detect
the depolarization of ventricles as the QRS complex in the ECG signal, the onset of
systole, systolic and diastolic peaks, and dicrotic notch in PPG signals, the 1%t and the 2nd
heart sound in the PCG signal. Importantly, the points are derived by the beat-by-beat
analysis upon the rudimentary low- and high-pass filtering. Further processing of
polycardiographic signals will without doubt unravel more information on the cardiac
cycle. An obvious example is the information stored in the fine fast oscillating structures
of the PCG and ACC signals, which is accessible by more aggressive averaging and
filtering.
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Figure 3. Automated detection of characteristic events in the cardiac cycle.

4. Conclusions
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We have described the laboratory validation study of the new polycardiographic

method constructed for the purposes of advanced detection of heart failure. The method
is based on the simultaneous acquisition of the electrocardiogram, phonocardiogram,
photoplethysmograph of large arteries, and apexcardiogram recorded by an
accelerometer. Our results show a good signal quality and robustness of the
measurement in nonclinical settings, before and after the activity, in standing and supine

positions. They are assessed in terms of the ability to automatically detect the

characteristic events in the cardiac cycle without extensive signal processing. The

independence of the signal-to-noise on the heart rate gives us confidence that the

polycardiograph can be applied in patients with arrhythmias. Finally, the low-frequency
components of the policardiographic signals (< 1 Hz), which were not considered here,
may be used to study the cardio-respiratory coupling during the activity or in patients
with mutually related cardio-respiratory problems, such as the pulmonary congestion in
heart failure patients.
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Abstract: Field-Based Three-Dimensiona Quantitative Strucutere-Activity Relationships (FB 3D
QSAR) comprise computational approaches used in drug design and molecular modeling to
analyze the relationship between the three-dimensional structure of a list of molecules (described
by molecular interaction fields) and their associated biological activities (BAs). It aims to
understand how different structural features of the molecules contribute to enhancing or
lowering the biological potency. The process of FB 3D QSAR involves several steps. First, a
dataset of structurally diverse molecules with known BAs is selected. Then, their three-
dimensional structures are generated using computational methods. Next, in the classical form of
Cramer [1], sterical and electrostatic molecular interaction fields (MIFs) are calculated and as a
final step a mathematical model is built through the correlation of BAs with MIFs by means of
projection of latent structures (PLS) algorithm. With our interest in making 3D QSAR accessible
to all as done with the www.3d-gsar.com [2] db.3d-gsar.com, the first publicly available database
of 3D QSAR models, is presented in which the user can insert or draw a molecule and predict its
potency against an available target. All the models available on db.3d-gsar.com have been
heavily optimized in prediction power through a semi-systematic pretreatment and parameter
selection procedure by initially dividing the datasets into training (80%) and prediction (20%)
sets. Each published model was and will be prepared by a selection among thousands of
alignment trials. The selected models were finally characterized using a validation set compiled
with molecules taken from the ChEMBL database. At the time of writing more than 40 models
associated to more than 30 different pharmacological targets have been prepared and are ready to
be used. At the time of the presentation db.3d-gsar.com will be accessible to the public and
during the presentation its features will be shown.
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Abstract: Quantum chemical (density functional theory) mechanistic investigations on ligand
exchange reactions at a tetrahedrally-coordinated dicationic Beryllium center offer a harmless
and alternative way to learn about the traversed reaction pathways compared to experimental
studies. Calculations for solvent exchange at [Be(H20)4]*, [Be(INH3)]*, and [Be(HCN)4]* showed
interchange (I) type mechanisms. To learn about the potential influences of spectator ligands we
calculated the water exchange at [Be(L)(H20)3]** (L: neutral ligands, mono-anionic ligands or
cationic ligands) and got again consequently I-type paths. The activation energies depend
strongly on the starting complexes, e.g., if hydrogen bonds have to be broken. The influence of
spectator ligands is limited to the charge of the ligand and therefore the overall charge of the
beryllium complex.

The small size of the beryllium solvent complexes allows to test tools like AIM to dissect between
pure interchange mechanisms, associative mechanisms and dissociative interchange mechanisms
based on electron density along the reaction pathway.

Keywords: inorganic reaction mechanism, beryllium, quantum chemistry

1. Introduction

Compared to the neighboring elements the element Beryllium is barely investigated,
as a simple Google search demonstrates. Experimental research on Be?" cations is a
severe challenge due to the widely known potential toxicological aspects.[1]

Computational chemistry on Beryllium cations benefits from:
i) the closed shell character of Be?*
ii) Beryllium is included in most quantum chemical methods

iii) The maximal tetrahedral coordination of Be?:.

Coordination number four and solvation with standard solvent molecules makes the
smallest cation perfectly suited for mechanistic investigations, especially to be used as
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“guinea pigs” to investigate and explore different mechanistic influences and
computational methods.

In this contribution, we will report on the recent status of quantum chemical studies
on [Be(L)«]™* done in cooperation between the University of Kragujevac and Erlangen.

2. Results and Discussion

The first systems we investigated were water exchange at [Be(H20):]*, the ammonia
exchange on [Be(NHs)4]** and the hydrogen cyanide exchange on [Be(NCH)4”?*. NHs and
HCN are so-called water-like solvents and are still used in experimental chemistry [2].

Before we became interested in Be?, detailed studies on solvent-exchange reactions
were performed by means of NMR techniques, [3,4] including high-pressure NMR
techniques [5], from which activation-volume data of such processes could be obtained.
Our goal was to obtain a reliable mechanistic model, that enabled an accurate
description of the solvent-exchange mechanisms [6]. Merbach et al. interpreted obtained
activation volumes as a limiting associative (A) or associative-interchange (Ia)
mechanism based on analogues values established by Swaddle on octahedral complexes
[7]; a linkage that may not be completely justified as our quantum chemical calculations
challenged.

In all investigations of solvent exchange studies, we applied the same approach starting
with the addition of an extra solvent molecule, to indicate in the calculations the second
coordination sphere. Of course, this is a highly artificial step for any ion solvation, but
one can learn about the system already before looking for transition states. Note, this
first step is without an implicit solvent model (e.g., CPCM or PCM in the gas phase)
clearly dominated by the overall charge of the complex, independently from the nature
of the metal ion, more depending on the nature of the solvent molecule.
The hydrated [Be(H20)4]** shows tetrahedral structure with H2O ligands in local Cz
symmetry indicating the domination of electrostatic ion-dipole interactions with
negligible charge transfer from the O-atoms of H:O to the dication. The effect of the two
positive charges on the metal center is clearly prominent, resulting in short Be-ligand
bonds. There was no evidence of a fifth solvent molecule coordinated to the smallest
cation Be?, in all calculations the second coordination sphere was preferred (Figure 1)
The binding of the fifth H2O in the second coordination sphere, liberates 29
kcal/mol, (exaggerated in the gas phase, molten to 10% by application of the IPCM
solvent model), but a clear sign of strong hydrogen bonding and leading to an activation
energy of 16 kcal/mol, around the half energy liberated by the addition of the fifth water
molecule. Contrary to the expectation of an associative (A) mechanism, no evidence was
found of a five-fold coordinated Be?* intermediate. In all cases, a transition state typical
for an interchange (I)-type of mechanism was calculated [8].
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Figure 1. Calculated water exchange at [Be(H20)4]2+ (values; B3LYP/6-311+G** + ZPE(B3LYP/6-
311+G**), italic: BBLYP/6-311+G*(IPCM)// B3LYP/6-311+G** + ZPE(B3LYP/6-311+G**) [8].

For the water-like solvent NHs the ligand exchange was investigated. Again an
interchange mechanism for NHs exchange at the [Be(NHs)4]** center was observed. Due
to the different way of binding the fifth NHs molecule in the second coordination sphere
by one hydrogen bond, the addition of this molecule to [Be(NHs)s]** liberates only 21
kcal/mol, again this decreases dramatically by application of the ICPM solvent model.
The activation barrier in [Be(NHs)4]?** is 18.8 kcal/mol (i.e. 3.2 kcal/mol higher than in
[Be(H20):]**) most probably due to the more sterically demanding NHs-ligand in

comparison (Figure 2) [8].
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Figure 2. Calculated ammonia exchange at [Be(NH3)4]2+ (values; B3LYP/6-311+G** +
ZPE(B3LYP/6-311+G**), italic: BBLYP/6-311+G*(IPCM)// B3LYP/6-311+G** + ZPE(B3LYP/6-
311+G*) [8].
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Hydrogen cyanide is also a water-like solvent and sterically non-demanding.
Investigation of the HCN exchange at [Be(NCH):** illustrates impressively the
consequences of missing H-bonds in the reactant state [Be(NCH)«:HCN]J* (Figure 3).
Immediately the energy liberated by the addition of the solvent molecule number five
decreases to less than 50% compared to the water and ammonia exchange; the activation
energies are only around 30% of those for NHs and H2O. The difference between the H-
bonded and the ligand exchange process of those starting structures at [Be(NCH)4]** is
7.4 kcal/mol.

—0—0 -~ —O0—0 - —O—0 ﬂ}:@—@—o

local minima 0.0 kcal/mol reactant state 7.4 kcal/mol

Figure 3. Energetic comparison (B3LYP/6-311+G**) of the hydrogen bound HCN and the starting
structure for the ligand exchange at [Be(NCH)4]2+.

A general problem while calculating solvent exchange reactions is the treatment
of the bulk solvents. Our goal is to investigate these types of reactions in a simple and
clear way, so we apply non-dynamic techniques. The simplest way including the
influence of solvent effects in our calculations, is the use of implicit solvent models.

While energy calculations on the exact characterised gas-phase structures work,
we could not get local minima for the reactant state. This situation is not acceptable. An
alternative approach is to concatenate the entering and the leaving ligands in
[Be(H20)]** by five H20 (see Figure 4).[9] Independently, if simple gas phase
calculations were applied with 4+1 water molecules, if DFT or Post-HF-techniques were
applied, including different sorts of implicit solvent models or if we added another five
H20 molecules to concatenate the entering and the leaving H20, an I. mechanism was
always obtained; of course, the activation energy varied as expected. As all approaches
consistently reproduce the I-mechanism, we are sure that our simple and small model
applied is suitable for our purpose.[9]
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Figure 4. Calculated transition state (B3LYP/6-311+G**) for the water exchange at [Be(H20)4]2+
with concatenated entering and leaving water ligands [9].

The next step was to investigate the influence on solvent exchange of spectator
ligands. Three sorts of mono-dentate ligands neutral, [10] anionic[11] and cationic[12],
that serve as spectator ligands coordinated to Be?* were investigated.

To learn about the influence of neutral ligands, the water exchange for
[BeL(H20)3]?* was calculated. As ligands, L around 35 neutral ligands with donors from
the main group V and VI, and different hybridization, were chosen. In all cases, a similar
picture can be drawn. The addition of the fourth water molecule liberated yielded on
average —27 kcal/mol, while the activation energy was averaged at 17 kcal/mol (all
values B3LYP/6-311+G*). The great deviations due to the trans-influence and trans-
effect observed in square-planar complexes compared to tetrahedrally coordinated
cases, are understandable since there are no joined orbitals that are affected by the
spectator ligand [10].

To test the influence of a negative charge on the water exchange mechanism,
neutral ligands were substituted by monoanionic. This reduced the overall charge from
2+ to 1+. Therefore, L: H-, F-, Cl;, Br, OH-, NC-N--CN were introduced, and the effect on
H20 exchange at [BeL(H20)s]* was tested. As expected, the energy set free by binding an
additional water molecule to [BeL(H20)s]* to obtain [BeL(H20)sH20]* decreased to 60%
(17 kcal/mol (B3BLYP/6-311+G*¥)) of the value of the dicationic species [8]. The averaged
transition state passed during the water exchange at [BeL(H:20)s]* is, with 12 kcal/mol
(B3LYP/6-311+G**) also reduced (20%) from the value for [Be(H20)4]?*. We attributed this
to the higher electron density at the beryllium cation due to the anionic ligand L [11].

If anionic ligands L decrease the accretion energy of the extra water molecule and
to a smaller degree the activation energy, then cationic ligands should increase these
energies. A special group of ligands was designed, inspired by the SASAPOS protocol
[13]; starting from deprotonated para-hydroxopyridine and pyridine, up to three
pyridinium moieties were added to pyridine. In this way, we were able to get a series of
ligands L from monoanionic to tricationic systems allowing the range from [BeL(H20)s]*
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to [BeL(H:20)3]>*. As expected, a linear correlation between the charge of the complex and
the accretion energy of the extra HO was obtained, and the activation energy increased
linearly [12].

Besides interesting modifications of the coordination sphere, [Be(Sol)s]** can be
used to challenge quantum chemical methods. While theoretical-oriented chemistry can
often reach similar conclusions as experimental-oriented chemistry by different
methods, the discrimination between I., I, and la mechanisms is still a problem. As test
cases, we calculated the solvent exchange at [Be(Sol)4]** (Sol: H2O, H2S. H2Se, HCN,
pyridine and NHs) to have different hybridized N-atoms and coordinating lone pairs of
different quantum numbers. The expectation from orientating simulations is that these
factors can shift a mechanism from Ia to la.

While experimentalists differentiate between . and I« by the activation volume,
quantum chemical studies traditionally utilize differences in bond length as descriptors
[14,15]. Analysing the electron density (o) between Be?* and the donor atom of the
entering or leaving ligand offers a quantum chemical bond approach to discrimination
between an I. and Is« mechanism. Analogous to the increasing bond length the electron
density (o) decreases, a clear sign of a more dissociative character (Figure 5).

0.07

0.06
0.05

0.04

p [au]

0.03

0.02

pyridine NH,

0.01
0

15 17 19 21 23 25 27 29 31 33 35
Be-Sol elongation [%]

Figure 5. AIM based analysis of the electron density o for solvent exchange reactions at
[Be(Sol)4]2+ (Sol: H20, H2S, HaSe, HCN, pyridine, NHs) (wB97XD/6-311+G**) AIMAII V17.[16]

A central question while studying chemical reactions: when does bond formation
start? A challenge for Atoms In Molecules (AIM). Here we used the HCN exchange on
[Be(NCH)a]?*. After optimization at 0.05 A steps along the reaction coordinate,
topological analysis using QTAIM demonstrates the change in electron density o at the
transition from a coordinating interaction (presence of bond critical points BCP) to a
non-coordinative interaction (presence of cage critical points CCP to equatorial HCN).
At approximately 2.3 A an interaction between Be?* and the incoming/leaving NCH
ligand is observed. At this distance, the CCPs between Be?* and NCH molecules change
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into BCPs. Therefore, this distance could be best addressed as the first contact point
(FCP) of this reaction (see Figure 6) [16].
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0.030
0.025

0.020

p [au]

0.015
o-|e
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0
190 210 230 250 270 290 310 330

Distance [pm]

Figure 6. AIM analysis of the HCN exchange at [Be(NCH)4]** (BCP , CCP: violet dots)
(wB9I7XD/6-311+G**) AIMAII V17.[16]

3. Conclusions

Solvent complexes of Be?* [Be(Sol)4]?* (Sol: H20, NHs, HCN) are perfect test cases
for investigating reaction mechanisms at tetrahedrally coordinated metal cations by
quantum chemical methods. We found always an I-type of mechanism independent
from the selected solvents (Sol) or the nature of the spectator ligands (L) in the case of
[Be(L)(Sol)s]?*. The main influence of the spectator ligand is its charge that dominates the
overall charge of the Be-complex influencing the accretion energy and the activation
energy. A linear correlation between the charge of the complex and these energies is
observed.

Additionally, these quantum chemical investigations of ligand exchange
mechanisms at tetrahedrally coordinated Be? allow us to test concepts like AIM as tools
for analysing and understanding reaction mechanisms.
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Abstract: Small, carbon-based nanoparticles, carbon dots (CDs), are investigated as
photosensitizers (PSs) for photodynamic therapy of cancers. The results presented here
show biochemical changes in cancer cells treated with surface-modified CDs, which are
augmented by illumination, indicating a high potential of CDs as selective drug carriers
and potent PSs. In addition, we will show that CDs produced from black carrot extract
(biomass) can be exploited for image-guided therapy and be cytotoxic for cancer cells,
thanks to their fluorescence properties. Finally, since biomass-fabricated CDs interact
strongly with nucleic acids, they can be further developed for cell cycle sensing
purposes.

Keywords: Carbon dots, Photodynamic therapy, cancer, theranostic, biomass

1. Introduction

Carbon dots (CDs) are small carbon-based materials with dimensions mostly less
than 10 nm, but for some synthetic processes and applications, their diameter can be
around 70 nm as well [1]. These nanoparticles can be fabricated from isolated chemicals
or extracts of natural products (biomass). CDs have a high potential for biomedical
applications. CDs have been reported to efficiently suppress cancer cell growth in vitro,
for instance, Hep G2 liver cancer cells or breast cancer cell lines (MDA-MB-231 and
MCE-7) [2]. Their mechanism of action is related to the stimulation of the generation of a
large amount of reactive oxygen species (ROS) [2]. Apart from the cytotoxic effect, the
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excellent optical properties of CDs and high efficiency for ROS generation enable their
application as photosensitizers (PSs) in photodynamic therapy (PDT), [3] in which
doping of CDs with heteroatoms, such as N, S or B, can improve the quantum yield and
their function as PSs [4]. CDs’ fluorescence properties enable their application for
bioimaging [5], and their functionalization with medicaments, including those based on
transition metal complexes, proves that they can also be considered nanocarriers.

CDs and many other nanoparticles, as drug carriers, reach the tumor sites thanks to
the so-called enhanced permeability and retention effect. However, upon cellular
uptake, they can mainly be found in the organelles in the cytoplasm [6]. CDs" surface
modification can result in their accumulation in the cell nucleus. The cell nucleus is the
primary site of action in cancer treatment since the attached drug can be released in the
nucleus directly and damage genes resulting in the termination of cancer cell
proliferation [7].

In this work, we will present our recent results on the application of biomass-
produced CDs as imaging and anti-cancer agents and discuss intracellular biochemical
changes that occur upon the action of light on the CD-treated ovarian cancer and
osteosarcoma cells.

2. Materials and Methods

2.1. Synthesis and characterization of CDs

CDs were obtained by an acid hydrothermal approach, in which lactose or black carrot
extract was the starting material. CDs enriched with nitrogen (N-CDs) were obtained by
mixing previously acquired CDs and 1,6-hexanediamine. Cervical cancer-HeLa, ovarian
cancer-A2780, melanoma-A375, osteosarcoma-CAL72, pancreatic cancer-PANC1, and
lung fibroblasts MRC-5 cells were grown in the corresponding medium and treated with
increasing concentrations of either (N-)CD, (N-) CDs@Ru-complex or CDs produced
from black carrots; the treatment was conducted in the dark or upon UV [8]. For
fluorescence imaging, after the treatment with CDs, cells were fixed, dehydrated, and
counterstained with a fluorescence dye (DAPI, that binds to double-stranded DNA).
Intracellular changes in biomolecules were analyzed by the Synchrotron Radiation-
Fourier Transform Infrared Spectroscopy (SR-FTIR spectroscopy) (Synchrotron ALBA,
MIRAS beamline, Barcelona, Spain), [9] and technical details were the same as described
in our publications. [8] SR FTIR spectra were processed using the Orange Spectroscopy
tools, allowing multimodal spectral analysis involving Principal Component Analysis
(PCA). The bands with the highest differences in position and intensity were identified
as outliers (maximum three per sample) and excluded from further calculations.

3. Results and Discussion

3.1. Biochemical changes in cancer cells induced by (N-)CDs@Ru-complex
In this work, intracellular biomolecular changes in A2780 (ovarian cancer cells) and
CAL72 (osteosarcoma) cells treated with nanocomposite system (N-)CDs@Ru-complex
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are studied in the dark and upon light illumination. Changes in the position and
intensity of bands that arise from major functional groups of biomolecules are
investigated. Treating cells with (N-)CDs@Ru-complex induces significant biomolecular
structural changes in the A2780 and CAL72 cells, as detectable by SR FTIR spectroscopy.
The structure and conformation changes are observed in proteins, lipids, and nucleic
acids. The treatment of ovarian cancer cells with N-CDs@RuCN/UV light shows more
pronounced changes than treatment with CDs@RuCN/UV light, whereas the opposite is
detected in CAL72 cells.
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Figure 1. SR-FTIR spectra (A, C) of the protein region and the second derivative of the Amide I
regions (B, D) of A2780 and CAL72 cells, respectively, treated with CDs@RuCN and N-
CDs@RuCN. An arrow indicates the B-secondary structure changed upon the cell treatment.

Figure 1 shows the average FTIR spectra of the protein region (Amide I and Amide II
bands, 1480 cm™ to 1800 cm™) along with the second derivative of the Amide I band.
The second derivative of the same region showed a shift of the Amide I band to the
maximum at ~1655 cm™ after interaction with N-CDs@RuCN/UV light with A2780 cells.
This shift is most likely due to the interaction of proteins with the RuCN moiety of the
nanocomposite system. Similarly, this shift was also detected in the FTIR spectra of
bovine serum albumin interaction with Ru-ion [10]. The band at~1630 cm7,
corresponding to the (-secondary structure, changed upon the treatments, especially for
A2780 (an arrow in Figure 1). In CAL72, changes were similar, but for these cells, the
CDs@RuCN treatment was more efficient in inducing changes in the protein region after
the illumination. The changes in the lipid region in both cell lines indicate a cell-specific
response to the treatment. UV illumination does not induce significant changes in the
lipid region in the A2780 cells treated with CDs@RuCN. In contrast, in the presence of
N-CDs@RuCN in these cells, illumination leads to an increase in the intensity of CHoe-
asymmetric and symmetric stretching bands (~2920 cm™and ~2850 cm™, respectively)
[11], which might indicate an increased level of oxidative stress. The carbonyl band
corresponding to the C=O group also has a moderately higher intensity in the case of N-
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CDs@RuCN treated and illuminated A2780 cells than the corresponding unilluminated
analog. It is possible that N-CDs@RuCN interacts more readily with the membrane
phospholipids and therefore acts locally after the light illumination.

A shift of the bands corresponding to the CHs and CH: vibrations towards higher
wavenumbers might indicate the interactions of CDs@RuCN with the lipids of CAL72
cells, and consequently, changes in membrane fluidity. [12] These changes can be
triggered by the oxidative modification of lipids or lipids fluidity changes caused by
ROS, initiated by the light catalyzed by CDs@RuCN and N-CDs@RuCN. Also, the
photosubstitution reactions of RuCN, [13] can play a role in indicated changes. In the
region where functional groups of nucleic acids (NAs) are detectable, there are changes
in the position and intensity of the signal at ~1240 cm™ and 1080 cm™!, corresponding to
asymmetric and symmetric P=O vibrations of NAs. In the A2780 cells exposed to
CDs@RuCN, we observed that the asymmetric P=O band is shifted toward higher
wavenumbers. A decrease of the same band intensity of about 10% is observed upon
illumination compared to the results collected in the dark. The illumination of the N-
CDs@RuCN-treated cells did not lead to a shift in the wavenumbers, but there is an
increased intensity of the P=O bands for about 30%. In the case of CAL72 cells, the
phosphate band is also changed. The band at ~1240 cm™ shifted towards higher
wavenumbers when the cells were treated with CDs@RuCN and N-CDs@RuCN.
Moreover, in both cases, the intensity of this band increased, implying the changes in the
NA structure, especially in DNA [14]. These data are consistent with the findings of
Havrdova et al., who found that the negatively charged CDs entered the cell nucleus to a
lesser extent than those with positively charged functional groups, which interact better
with DNA.

3.2. CDs as imaging agents

After demonstrating a significant cytotoxic effect of CDs synthesized from black carrots
against several cancer cell lines, in particular against melanoma (A375 cells), and lower
cytotoxicity against healthy cells, we have also studied the potential of CDs to be used
for bioimaging purposes. Namely, black carrot extract is rich in anthocyanins. CDs have
a high content of a flavylium cation on the surface, which is responsible for the cytotoxic
effect, but also enables the fluorescence of used carbon dots. Namely, the black carrot-
derived CDs emit green fluorescence upon illumination with the UV light, and in this
case, the emission wavelength is independent of the excitation light. This property
makes them convenient for bioimaging and demonstrates their potential for further
development as theranostic agents (both diagnostic and therapeutic).

Upon the cell treatment with CDs, a solid green fluorescence appeared in the cytoplasm
and the nucleus, thus demonstrating their ability to cross both the plasma and nuclear
membranes and stain the whole cell (Figure 2). The size and positive charge enable CDs
to enter the cells efficiently. Specifically, these CDs enter the cell nuclei and sub-nuclear
compartments such as nucleoli. Havrdova and co-workers observed this CD localization
on a mouse [15] and human cells [16]. The DAPI stain was visible as a blue light in the
cell nucleus. Our results also suggest that CDs, produced from biomass, have a solid
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affinity for both DNA and RNA molecules. Moreover, cells with a higher intensity of
green fluorescence in the nucleus were the cells in cell cycle's mitotic phase, indicating
that CDs interact with chromatin and that they could be used as markers of cell mitosis
and proliferation.

Figure 2. Photomicrograph of A375 untreated control cells stained with DAPI (a). In (b), the
fluorescence photomicrograph of cells treated with CDs and stained with DAPI (merged blue and
green channel, 20x magnification). (c) 100x magnified region of the image acquired in (b).

4. Conclusions

Intracellular biochemical changes, specific for cell type and surface modification of CDs,
were documented in A2780 and CAL72 cells treated with (N-)CDs@RuCN system. These
changes are augmented by illumination, promoting structural changes in biomolecules.
In addition, our results demonstrate the potential of biomass-derived CDs to be used for
imaging by the conventional fluorescence microscopy analysis, thus opening the
possibilities to develop novel strategies for targeted photosensitive theranostics.
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Abstract: In chemo/bioinformatics, we evaluate the quality of models using model performance
parameters/metrics. A large group of models in this field are binary classification models, which
are a consequence of the general digitization of information and data in chemistry and life
sciences. When classifying different models developed with different methods and by different
research groups for the same data sets, we try to classify the models according to their quality. In
this case, the question of selecting appropriate metrics arises, leading to incorrect (non-optimal)
application of inappropriate metrics and thus incorrect assessment of the quality of the models
and their incorrect (non-optimal) ranking. The article addresses the limitations and problems of
using the Matthews correlation coefficient (MCC) and the F1 parameter to describe the quality of
classification models. To overcome these difficulties, it is proposed to use the parameter that
estimates the real accuracy of the model above the accuracy level of the random model. Its use is
suggested as an additional baseline test that confirms that the developed model is better than the
corresponding random model. Finally, the use of the parameter called real accuracy and the well-
known parameter Cohen's kappa (k) should be preferred to the parameters MCC and F1, since
they can be derived as special cases of «.

Keywords: chemo/bioinformatics, evaluation metrics, real model accuracy, Cohen's kappa

1. Introduction

Computational modelling is used extensively in many fields, including chemistry
and the life sciences. When it involves models developed using knowledge extraction (or
learning, machine learning) methods from sets of molecules or biomolecules and their
measured or calculated properties (features, descriptors), such models are classified as
belonging to the field of chemoinformatics or bioinformatics.

The main goal of modelling in chemo/bioinformatics is to extract useful information
or regularities in the form of a functional relationship between:
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(1) dependent (Y) variables (i.e., the measured property or activity) and

(2) a set of independent (X) variables (descriptors), usually calculated by available
computer programmes based on the structures of molecules/biomolecules.

Due to the widespread digitization of data, a large number of properties modelled
today are binary classification problems, i.e., the values of the Y variables take only the
values 1 or 0 (active/inactive, toxic/non-toxic, etc.). This paper addresses the problem of
calculating the accuracy of binary classification models and selecting the best (optimal)
statistical parameters to evaluate the quality of these models.

The dynamism of the field and the availability of large databases are attracting
researchers from various fields such as scientific computing, machine learning or deep
learning, etc., who are working intensively on modelling in chemo/bioinformatics.
Predictive challenge organizations contribute significantly to accelerating the
development and application of computational methods in chemo-bioinformatics. Thus,
the DREAM consortium [1] has many years of experience in organising various
Challenges since 2006 and is an interdisciplinary team composed of researchers from
biotechnology, pharmaceutical and engineering and technology companies. One of these
Challenges we participated in aimed to predict the binding efficiency of drug-like
compounds to protein kinases in order to find successful inhibitors for cancer treatment
[2]. In these competitions, the methods are evaluated/ranked according to predefined
parameters. Therefore, the ranking of the best methods always depends on these
selected parameters.

Using the examples of challenge models in the prediction of the set of structure of
disordered proteins [3] described by confusion matrices (TP, FN, FP, TN values —
explained in part 2), we will demonstrate the usefulness of evaluating the quality of
models with parameters that include the random accuracy (error).

2. Materials and methods

All important measures of the quality of the classification models are calculated using
the values of the confusion matrix (Table 1) [4]:

Table 1. Elements of a general confusion matrix.

Model Model
Class=1 Class=0 X rows

Exp. Class=1 TP FN TP +FN
Exp. Class=0 Fp TN TN + FP
Y. columns TP+FP TN+FN N

F,score is defined as [4,5]:
2-TP
2:TP+FN+FP’

Fiscore =F1 =

The correlation coefficient, i.e. Matthews correlation coefficient (MCC), is calculated as:
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TP-TN—FN-FP

R =McC =
J(TP+FN)(TP + FP)(TN + FN)(TN + FP)

and is often used in research and cited in the literature [6] (~5600 times in Google
Scholar). It is simply a correlation coefficient adapted for the correlation analysis of
classification variables and expressed by the elements of the confusion matrix (Table 1).
The Accuracy parameter is simply defined as:

| ~ TP + TN _TP+TN
Ay = Py TN+FN+FP N

The random (chance) accuracy can be calculated as:

(TP + FN)(TP + FP) + (TN + FP)(TN + FN)
NZ '

Accuracy,ng =

The ‘delta accuracy’ or ‘real accuracy’ is the contribution of a model to the Accuracy
above the level of random accuracy [4]:

AAccuracy = AAcc = 100(Accuracy-Accuracy,q)

Expressed in (%), this parameter AAcc represents the 'real accuracy of the
model/prediction”, i.e., "accuracy of the model/prediction above the corresponding
random accuracy". Thus, this parameter is an indicator of the contribution of the model
in relation to the corresponding random model, i.e., random prediction. The value of this
parameter can also be negative, indicating that the model performs worse than the
corresponding random one.

The overview of evaluation metrics of classification models is given in the highly
cited paper by Powers [5] (~8800 times in Google Scholar). An extremely frequently used
parameter in the literature is Cohen's kappa [7] (cited ~48700 times in Google Scholar):

Accuracy — Accuracy,nq AAccuracy

Cohen's =1 =K = 1 — Accuracy,nq "1 — Accuracy,mg

This parameter was originally developed and primarily used to assess the
consistency of diagnoses by medical doctors and psychologists. It has also found
applications in sociology and the social sciences, as well as in modelling in technical and
natural sciences, life sciences and engineering.

3. Results and discussion

3.1. Analysis and comparison of parameters in special cases of confusion matrices

Most datasets in chemo/bioinformatics modelling are highly imbalanced. Six
examples of extremely imbalanced data sets in Table 2 are constructed and suggested to

test the suitability of statistical parameters in the estimation of the quality of
classification models [4].
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Table 2. Comparison of quality parameters of binary classification models. #

Model i TP FN TN FpP N Acc, % F1 MCC AAcc., %  Cohen’s x
M 0 5 9995 0 10000 . 99.95 0.00 n.d. 0.00 0.00
M2 1 4 9994 1 10000 = 99.95 0.29 0.32 0.02 0.29
Ms 2 3 9993 2 10000 . 99.95 0.44 0.45 0.04 0.44
Ma 3 2 9992 3 10000 = 99.95 0.55 0.55 0.06 0.55
Ms 4 1 9991 4 10000 = 99.95 0.62 0.63 0.08 0.62
M 5 0 9990 5 10000 = 99.95 0.67 0.71 0.10 0.67
Mz 5 0 5 9990 = 10000 0.1 0.001 0.0005  0.0001 0.0000
Ms 4 1 4 9991 10000  0.08  0.0008 -0.20 -0.02 -0.0002

“Mj, ..., My, are confusion matrices of different models; Acc. — Accuracy; n.d. — not defined.

The authors suggested that the correct ranking of models based on their quality
should be Ms — Ms — Mas — Ms — M2 — M. The last four parameters from Table 2 are
ordered that way, and Accuracy is not sensitive to variation of values TP, FN, FN and FP
values. Only the parameter AAccuracy defined in the Methods section shows a uniform
difference in the quality of the first six models, which corresponds to reality. The
remaining three parameters (except Accuracy, which remains constant) exhibit uneven
variation with respect to uniform changes of elements of the confusion matrix - which is
not a desirable property of model evaluation metrics.

We find that the values of Adccuracy for the first six models are very small (and the
same is true for the last two models in Table 2), which corresponds to reality and
indicates that the real contribution of the model is minimal (almost less than 0.1%). The
reason for this is the high imbalance of the data sets (i.e., only 5 values are in class 1, and
9995 values are in class 0), so the accuracy of the random model is already very high.
Therefore, random guessing with such a highly unbalanced set achieves high accuracy
(matching). This information is provided only by the parameter AAccuracy.

Of the remaining parameters, preference should be given to Cohen's k since the MCC
parameter can be derived from it as a special case with the transition FN = FP. As we
know from statistical theory, especially when calculating the MCC parameter and testing
its significance, the most important prerequisite is that the distributions of the two
variables to be compared (experimental versus predicted) are similar (almost identical),
i.e, normal. This similarity is achieved in binary classification modelling when the
model is optimized to achieve FN = FP.

Furthermore, the F1 parameter is a special case of «k in the limiting case when TN >>
TP, FN, FP (i.e., TN— oo). This implies that the use of the F1 parameter is only justified
when the ratios TP/TN, FN/TN and FP/TN are close to zero, and in the literature, it is
often used when these conditions are not met. It seems that it is easy to forget to check
whether the use of a particular parameter is justified in a particular case.
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3.2. Application of parameters in ranking models developed for the prediction of disorder in
proteins

A total of 35 methods were evaluated using a dataset of 646 proteins from DisProt
[3]. Depending on the parameters chosen to evaluate the models, the best performing
methods use deep learning techniques in model development and optimisation and
outperform physicochemical prediction methods. However, the selection of F1 and MCC
for model validation is not an optimal choice, as these two parameters are only special
cases of the Cohen’s k parameter, which should be preferred in this case. Moreover, in
almost all models, the condition FN = FP is not met, nor can all the ratios TP/TN, FN/TN
and FP/TN be considered equal to zero.

The agreement and disagreement of the ranks when comparing the FI and MCC
parameters with Cohen'’s k is shown in Figure 1 (parts A) and B)). Similarly, in Figure 2
we have shown the scatter plot between the ranks based on AAccuracy on one side and
F1 and MCC on the other. Here we observe that the dispersions (mismatch of ranks) are
significantly higher than in the case of Cohen’s .

a) B . g

0 5 10 15 20 =
Rank MCC Rank F1

Figure 1. Correlation between the ranks of 35 sequence-based models for the prediction of
disordered proteins. Comparison of ranks was performed between Cohen’s xk and MCC
parameters (part A)) and between Cohen'’s k and F1 (part B)).

kAA
.
.
Rank AAccuracy
.
[

Figure 2. Correlation between the ranks of 35 sequence-based models for the prediction of
disordered proteins. Comparison of ranks was performed between AAccuracy and MCC
parameters (part A)) and between AAccuracy and F1 (part B)).

From these figures it is clear that the evaluation of model quality in prediction
competitions or literature methods developed on identical datasets leads to a different
ranking of the models when Cohen’s x or the actual accuracy (contribution) of the
AAccuracy model is used as a criterion for comparing the models. The latter is also
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highly informative and gives an intuitively clear idea of the quality of the model
compared to a random model.

4. Conclusion

The analysis carried out shows that the assessment of model quality can be
improved by introducing new statistical measures (parameters) of model quality.
Commonly used parameters such as F1 and MCC are less general, highly dependent on
data distribution and less intuitive than the Cohen’s k¥ parameter and the newly proposed
additional parameter AAccuracy, which has a clear meaning. We suggest that Cohen’s x
and AAccuracy should be preferred. The former is widely used in the literature, while the
latter parameter is very informative and easy to understand when assessing model
quality, and both take into account the accuracy of the corresponding random model.
Therefore, we suggest their use when comparing the quality of models as a substitute or
at least as a complement to the existing parameters.
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1. Introduction

Ionizing radiation was discovered at the end of the 19th century. X-ray radiation,

which is used extremely widely in medicine, but also in other fields, was discovered by
Wilhelm Roentgen in 1895. Shortly after this invention, in 1896, radioactivity was
discovered (Henri Becquerel), which represents the spontaneous transmutation of the
atomic nucleus, with the emission of one or more particles or electromagnetic radiation.
This was followed by discoveries of other types of ionizing radiation, such as, for
example, neutron radiation.
The main characteristic of ionizing radiation is that it can ionize atoms and molecules of
matter with which they interact when one or more electrons are ejected from the atom,
leading to the creation of free electrons and positively charged atoms and molecules. For
biology and medicine, the most important process is the ionization of water molecules,
because there are many of these molecules in human cells. After ionization, the water
molecule dissociates into H* and OH-, which further interact with the present atoms and
molecules. This process is called "radiolysis of water", and as a final result, it leads to the
creation of free chemical radicals, which by diffusion can reach the DNA molecule and
damage it with its chemical aggressiveness. Non-ionizing radiation cannot cause the
ionization of water molecules, nor damage to DNA molecules, and that is the main
difference between the two types of radiation. The text presented below is related only
to ionizing radiation.
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2. History of radiation protection

After the discovery of ionizing radiation, it was not known that it could cause
damage to the tissue. Some great scientists sensed that radiation could be harmful or
dangerous and issued some warnings. There is a record that Nikola Tesla, who was
among the first to warn of the danger of X-ray radiation, expressed the thought
"Experimenters should not get too close to the X-ray tube" in June 1896. On December
12, 1896, in the Western Electrician magazine, Wolfram Fush published a
recommendation on how to reduce the effect of radiation in three points:

a) shorten the irradiation time as much as possible;

b) do not bring the x-ray tube closer than 12 inches to the body;

¢) rub out the irradiated part of the skin gently with Vaseline.

It is not known whether he was aware of Nikola Tesla's opinion when making these
recommendations, but the first two recommendations have become the basis of radiation
protection. Despite these warnings, there was almost no radiation protection, and it was
completely disorganized. Organized protection against ionizing radiation began only in
1925.

Until the twenties of the last century, it was not known that ionizing radiation could
cause cancer and genetic effects. It was known that radiation could cause reddening of
the skin. The connection between leukemia and radiation was discovered in a strange
way, almost by accident. At that time, the watch industry was developed in the USA in
New York. Clocks with hands and dials that glow in the dark were made by mixing
some fluorescent substance with radium or thorium; such a mixture was applied in the
form of paint with brushes on certain surfaces. Workers who worked in such factories
were exposed to an increased dose of radiation due to significant internal contamination,
and soon a higher incidence of leukemia was discovered among them than among the
rest of the population. Leukemia is the first cancer that appears after radiation, a year
and a half to two years. This fact contributed to the understanding of the connection
between radiation and cancer. Other cancers appear much later after radiation, ten or
more years, and it has been difficult to establish a connection between radiation and the
effect.

2.1 Organized radiation protection

An organized approach to ionizing radiation protection dates back to 1925, when the
first congress of radiologists was held in London. At this congress, a body was
established which was called the "International Committee on the X Radiation Unit",
which was later renamed the "International Commission on Radiological Units". Three
years later, in 1928, another international body was formed, called the "International
Commission on Radiological Protection". The Commission had seven members and the
first president was Ralf Sievert, from its host country, Sweden.

The Commission soon began its work, and in 1934 they proposed a permissible,
tolerable level of radiation exposure of 0.2 R/d; according to current measures, this
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corresponds to 500 mSv/year. This was three times less than the previously
recommended value of 0.6 R/d which was independently proposed by Sievert and
Arthur Marceller (1925). Sievert and Marceller's recommendation was based on the idea
of preventing reddening of the skin, which is one of the first effects that appear after
radiation. The ICRP Commission met once more before the Second World War, in 1937,
and only after the war, in 1950, in London. At that meeting, a maximum permissible
dose of 0.3 R per week, which corresponds to 150 mSv/year, was proposed for
professionally employed persons.

At the beginning of the fifties of the last century, an intensive study of the effects of
ionizing radiation on living tissue began. The survivors of the atomic bombings in
Hiroshima and Nagasaki were studied and monitored in detail - it was a living
laboratory. It has been discovered that in addition to leukemia, radiation can cause other
types of cancer as well as genetic effects. It was considered that there is no dose
threshold for genetic effects, and the Commission, at a meeting held in 1956, proposed
reducing the maximum permissible dose for professionals from 0.3 R per week to 0.1 R
per week, which in today's terminology amounts to 50 mSv/year. In addition, at the
same meeting, a new concept was introduced, the protection of the population that does
not work with radiation sources, and 1/10 of the dose for professionally employed
persons was proposed for them.

Also, in the fifties of the last century, two more international institutions dealing with
radiation protection and related problems were founded. The first of them was founded
in 1956 by the United Nations, and was called the "United Nations Scientific Committee
on the Effects of Atomic Radiation", abbreviated UNSCEAR. A year later, in 1957, the
International Agency for Atomic Energy (IAEA) was founded, with headquarters in
Vienna, Austria.

By the end of the fifties of the last century, numerous nuclear reactors were built -
research, energy and other, and in addition to Hiroshima and Nagasaki, numerous test
nuclear explosions took place, as well as two major nuclear accidents. The first of them
occurred in England in Windscale, and the second in Kishtim near Chelyabinsk in the
former USSR (current Russia). Both accidents led to significant environmental
contamination in the wider area around the reactor. A significant accident occurred in
Vinca Institute on October 15, 1958, which resulted in the irradiation of six people (one
of whom died), but without contaminating the reactor environment. This accident led to
the formation of an organized service for radiation protection at the Vinca Institute and
soon to the adoption of the Law on Radiation Protection. Thus, the former Yugoslavia
became one of the first countries in the world to have such a law. Atmospheric and other
nuclear tests carried out in the fifties and sixties led to the global contamination of the
world with radioactive fission products. In this situation, the influence of the ICRP and
other agencies grew in this field . The main activity of the ICRP (and UNSCEAR) at that
time was the collection, systematization and analysis of data on the sources and effects
of radiation. On that basis, recommendations regarding radiation protection were issued
in the form of publications - most countries in the world follow these recommendations,
incorporate them into their legislation and represent the basis of radiation protection.
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The recommendations issued in 1977 and 1991 [1,2] are particularly significant. The
maximum permissible doses were reduced for the last time in the recommendations of
1991, and 20 mSv/year, averaged over 5 years, was recommended, with the condition
that in one year the effective dose must not exceed 50 mSv. The annual maximum dose
for the population is proposed to be 1 mSv.

2.2 Concepts adopted in ICRP publication no. 60, from 1991

After publication 26 [1], work continued on the adoption and further development of
radiation protection. Special attention was paid to the ALARA principle because for its
application it was necessary to adopt the monetary equivalent of a human life, which
caused ethical discussions in which even the Vatican became involved. Also, for the first
time, the radon problem is taken into consideration. As a consequence of the new
development, the Commission adopted in 1990, and in 1991 published the new
recommendations number 60 [2]. The most important is the reduction of the annual limit
dose from 50 to 20 mSv averaged over 5 years. Also, the previous quantity, the effective
dose equivalent, has been replaced by the effective dose. Instead of radiation quality factors,
radiation weighting factors with the same numerical values for various types of
radiation were introduced.

3. Evolution of radiation units

From the very beginning, the problem of determining how much an individual was
irradiated appeared. This problem, in the opinion of the authors of this text, has not been
fully resolved even today. It is necessary to define physical quantities (and units) that
represent a person's exposure to radiation. At that time, it was well known that
radiation, ionizing the air, creates a certain amount of charge in the air. It was logical to
define a physical quantity that describes air ionization. This was the exposure dose (or
just exposure), denoted by X, and was defined as the quotient of the charge, dQ created
by the radiation (X and gamma) and the mass of air, dm, in which that charge was
created:

x=€ 0

dm

The exposure dose unit was defined as 1 R (one Rendgen, used above) and
represents one electrostatic charge created in 1 gram of air. In parallel with this quantity,
the rate of the exposure dose was defined, and the unit is 1 R/h. As a measure of
irradiance, 1 R has been used for a long time. For example, if in some space the rate of
the exposure dose is 0.1 R/h, and a person spends 10 hours in that place, then he
"received a dose" of 1 R. This is a rough estimate of the actual exposure. For a better
assessment of radiation, it is necessary to use more precise and better-defined sizes.

Ionization in the air, i.e., the amount of charge created, can be connected to the
energy absorbed in the mass of air because an average of 34 eV is spent for one
ionization event in the air. It was soon shown that the final biological effect is
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determined by the absorbed energy, and therefore a quantity called the absorbed dose,
D, was introduced and defined as the quotient of the energy, dE, and the mass of matter,

dm, in which the absorption occurred:
p=<L @)
dm

The unit for absorbed dose is 1 Gray, i.e., 1 Gy=J/kg.

Over time, it became clear that different types of radiation cause different damage
and cause different effects. For example, comparing alpha radiation and gamma
radiation reveals this difference. Gamma (as well as X) radiation creates spatially
scattered, rare damage. On the other hand, alpha radiation creates very dense damage,
and can, for example, at a distance of less than 100 um create more than 100,000
ionizations. It is clear that the latter case is much more difficult to repair, which normally
happens in the human body. In order to account for this difference, a physical quantity,
the equivalent dose, was introduced, which was originally defined as

H =OND 3)
where D is absorbed dose, Q quality factor of radiation, and N is the product of all other
modifying factors. This definition was modified later, and it is as follows

H =Y w,D, (4)

where Dr is absorbed dose due to the radiation type R, w, are radiation weighting
factors and they are 1 for X and gamma radiation, 5 to 15 for neutrons and 20 for alpha
radiation.

It was later shown that various organs and tissues in the human body are differently
sensitive to radiation. To account for this difference, a new quantity was introduced
called the effective dose, E, and is defined as

E :ZWTHT ()

where H,is the equivalent dose in the organ/tissue marked with T, and w;is the so-
called tissue weighting factor for the organ/tissue T: it represents the probability that
cancer will appear in a given organ if the whole human body is uniformly irradiated.
Tissue weighting factors were derived from studies of the surviving population
irradiated in Hiroshima and Nagasaki at the end of World War II. Since this population
has been followed since World War II, there has been some change and evolution of
tissue weighting factors. Tissue weighting factors are shown in Table 1.
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Table 1. Tissue weighting factors according ICRP 26 (1977), ICRP 60 (1991) and
ICRP 103(2007) [1,2,3]

Tissue weighting factors, wr

Main organs or tissue ICRP26 ICRP60 ICRP103
Gonads 0.25 0.20 0.08
Red bone marrow 0.12 0.12 0.12
Colon - 0.12 0.12
Lungs 0.12 0.12 0.12
Stomach - 0.12 0.04
Bladder - 0.05 0.12
Breast 0.15 0.05 0.12
Esophagus - 0.05 0.04
Liver - 0.05 0.04
Thyroid 0.03 0.05 0.04
Brain - - 0.01
Salivary glands - - 0.01
Skin - 0.01 0.01
Endosteum 0.03 0.01 0.01
Remainder 0.30 0.05 0.12

In the last column of Table 1, the newly adopted numerical values for tissue factors
for the specified tissue and organs are given, which range from 0.01 to 0.12 according to
the recommendations in ICRP publication 103 from 2007 [3]. These recommendations
have updated the tissue factors, based on the latest available scientific data on exposure
to ionizing radiation.

The first group of organs/tissues with the highest individual weight factor of 0.12
consists of bone marrow (red), colon, lung, stomach, breast, blader and tissue of the
“remainder”. The remainder of the body consists of 13 organs: adrenal glands,
extrathoracic region, gall bladder, heart, kidneys, lymph glands, oral mucosa, prostate
(male), small intestine, spleen, pancreas, thymus, and uterus/cervix (female). All organs
of the remainder are treated as one organ with a weighting factor of 0.12. The second
group with a factor of 0.08 consists only of gonads. The new weighting factor for gonads
is 2.5 times lower than the previous one, which was 0.20, which represents one of the
biggest changes compared to the old recommendations. The third group with an
individual factor of 0.04 consists of the esophagus, liver and thyroid. Finally, the tissue
group with the smallest individual factor of 0.01 follows: skin, brain, salivary glands,
and endosteum. Organs which have a probability smaller than 1 % are in the group
remainder.

3.1 Current system of radiation units
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According to current international standards, there are three groups of radiation
quantities. The first group consists of physical quantities, Fluence, Kerma and Absorbed
dose. The second group is the protective quantities, mean absorbed dose in an organ or
tissue, equivalent dose and effective dose according to the definitions given in the
previous text. The effective dose defined according to equation (5) requires knowledge
of the equivalent (that is, the absorbed dose) by the organs of the human body, which
means that it is not a measurable quantity. For this reason, a third set of quantities that
are measurable and called operational quantities has been defined. Ambient dose
equivalent, H*(d) and directional dose equivalent H'(d,(2) are used for area monitoring.
Personal dose equivalent, Hp(d), is used for monitoring the exposure of individuals. The
relationship between these quantities is given in Figure 1.

Physical quantities
o Fluence, @

¢ Kerma, K,
¢ Apsorbed dose, D

Comparison of
measurements

Operational quantities

o Ambient dose equivalent, A"(d) and caleulations Protection quantities
L < - (for wg, w7) * Organ absorbed dose, Dr
+ Directional dose equivalent, ivalent d
H(d.0) e Organ equivalent dose, Hr

* Personal dose equivalent, H,(d) ¢ Effective dose, E

Related by calibration and
calculations

Monitored quantities:
Instrument responses

Fig. 1. The relationship between physical, protective and operational quantities

However, the current system has its drawbacks. Based on the joint ICRP/ICRU Report
95, it was proposed to significantly modify the more than 30-year-old approach to
measuring quantities in radiation protection, based in part on the ICRU sphere concept.

Consequently, the ICRU, in collaboration with the ICRP, developed new operational
quantities (ICRU, 2020) [4], which are shown in Figure 2. The main philosophical change
is that the operational quantities are now defined as the product of fluence at a point in
space with conversion coefficients which are defined in the same reference phantoms
(ICRP110, 2009) [5] used to calculate protective sizes. In addition, the range of energies
and types of radiation for which conversion coefficients are available has been
expanded.

www.iccbikg2023.kg.ac.rs|

179



D.Krsti¢ et al., History of radiological protection and evolution of dosimetric quantities

Physical quantities
¢ Fluence, @

e Kerma. K,
o Apsorbed dose, D

Comparison of measurements
and calculations (for wg, wr)

Operational quantities

Area monitoring

e Ambient dose, H*

s Directional absorbed dose,
D'(£)

Individual monitoring

¢ Personal dose, H,

s Personal absorbed dose, D,

Protection quantities

s Organ absorbed dose, Dr
* Organ equivalent dose, Hr
* Effective dose. E

Related by calibration and
calculations

Monitored quantities:
Instrument responses

Figure 2. Relationship between radiation protection quantities and new operational
quantities according to recommendations of ICRU Report 95 (ICRU, 2020)

4. Conclusions

Defining radiation quantities is a field that has been developing for almost 100 years.
The target size is the Effective Dose, which best reflects how much a person is irradiated,
but it is unmeasurable. That is why a set of measurable quantities is defined, which are
translated into an equivalent and effective dose through the appropriate conversion

coefficients.
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Abstract: We investigate and analyze the time dependence of the so-called differential entropy as
a measure of the dynamical stability of a one-dimensional, propeller-shaped quantum Brownian
molecular rotator. The larger the entropy change, the more profound the instability (lower
control) of the rotator. The quantum molecular rotator is modelled by the quantum Caldeira-
Leggett master equation while assuming the external harmonic field for the rotator. Rotational
stability is found relatively high for the constructed Gaussian states, especially for molecules with
a larger number of blades.

Keywords: molecular cogwheels, entropy, open quantum systems, Brownian motion

1. Introduction

Achieving the goals of molecular nanotechnology requires a multidisciplinary
approach [1-4]. Theoretical results are often instrumental for applications. The propeller-
shaped molecular rotators (molecular cogwheels) are among the basic elements of
molecular nanomachinery [1-5]. Exposed to the environmental influence, molecular
cogwheels (MC) exhibit stochastic, dynamically unstable behavior; in general, the
molecules suffer from decoherence, diffusion, friction, state relaxation or even
thermalization [1-6]. The expected realistic situations are characteristic of the short and
rather frequent external actions applied on the rotator thus raising a question of the
possibly non-negligible quantum-mechanical corrections (much before the possible
relaxation or thermalization of the rotator). Only recently similar analyzes have been
systematically performed [7-13]. The nonexistence of a canonical quantifier imposes the
task of comparing the different methods of statistical inference in order to improve
stability and therefore the desired dynamical control of the molecular rotators [1-3,8,11].

In this paper, we perform an analysis of the MC dynamical stability via the use of
entropy. To this end, entropy as a quantifier of information is not very informative per se
[14]. The larger the change of entropy the less stable—the less predictable, and therefore
the less controllable—are the molecular rotations. We utilize a quantum model of the
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Brownian motion [6,15] for small rotations of a propeller-shaped molecule while
assuming that the molecule is exposed to a constant external harmonic field.

2. Model and methods

The so-called Caldeira-Leggett (CL) master equation is a proper quantum-
mechanical counterpart of the classical Brownian motion model [6,15]. It is suited well
also for investigating the dynamics of a planar rotator with the assumption of a very
small angle of rotation [8,11]. Interestingly, it is possible to account for the size of the
propeller-shaped molecules by re-scaling the molecule moment of inertia (I = nl,) and
the so-called damping factor (y = ny,) for a molecule with the number n of blades [8,11].
Denoting the angle of rotation by ¢ and the angular momentum by L, the CL master
equation in the Schrodinger picture and in the position representation reads [6,8,11]:

20t (2 - 5) -1 (@) - V@) — oo — 90 (5 - o) -

2nly \9 @2 g’
2n“l kT
T (4 — 9)2] p(, 0", 1), (1)

where Ij is the average moment of inertia and y, the average damping factor for the set
of n blades, while k is the Boltzmann’s constant, T is the environment temperature and
the external field V(x). The unknown function is the so-called “kernel” of the “density
matrix” (statistical operator) p(t), p(@, @', t) = (p|p(t)|e"), which for ¢ = ¢’ becomes the
probability distribution p(¢, t).

The general solution to equation (1) is not known. The process described by equation
(1) is known to have a (dynamically inaccessible) stationary state, p(t) =

Jdpde'p(e, 9", D)le)e'l, with the kernel [6]:
exp {2 (22) (- 97?) @)

20

plp, @', t) =
0yp2m
for the external harmonic potential V() = nlyw?9?/2 and the circular frequency w,
while by os we denote the standard deviations.
On the other hand, the approximate stationary state(s) may produce the least change
of entropy. That is, preparation of the rotator in that state is expected to lead to a
relatively stable rotation. Hence, we “equip” the time-independent stationary state (2)
with the following ansatz: instead of the time-independent standard deviations o5 and
o7, in equation (2), we place the known time-dependent standard deviations [8],

o5(t) = e ot (a(p(O)(cos wt)? + L( ) = (sin wt)* + . (1 ) sin Zwt) e~ 2nrot),
of(t) = e~ 2ot ( 2(0)(cos wt)? + (nloa))2 #(0)(sin wt)* — nlow —2=5(0) sin Za)t)
nlgkT (1 — e~2m¥ot), 3)

where 0(0) is the initial value of the correlation between the angle and the angular
momentum. Now, we can calculate the time change of entropy.

3. Results

For the “equipped” initial states, we perform study of the so-called differential
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entropy, Sq, that is defined as [16]:
Sq(t) =~ [do p(e,t) Inp(e,t), 4)
with the range ¢ € [—m, n] of integration.

The results for the absolute value of the relative change of entropy (quantum versus
classical), 6Sg = [(Sq(t) — S4(0))/S4(0)|, are graphically presented in Figure 1 for small
angle of rotation (i.e., small time interval t € [0,0.1]). The rotator/bath parameters are
chosen: g,(0) = 0.1,6,(0) = 10,5(0) = 0,y = 0.001,w = 1,kT = 10,/, = 1 = h.

Figure 1. Time change of the absolute value of the relative differential entropy 8Sg: (left)
quantum and (right) classical case. The classical expression follows from the classically allowed
zero standard deviations in equation (3).

3. Conclusions

From Figure 1, we can detect both relatively stable rotation (§53~0.15 — 4% for n >
1) and significant quantum contributions already for short time intervals for the
underdamped regime (kT = 10). Better dynamical stability is found for larger number n
of blades for the quantum case. Overall, small change of §S; even for the quantum case
is encouraging in search for better stability of the molecular rotations — that deserves
more detailed and comprehensive study to be presented elsewhere [17].
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Abstract: Targeted physiological groups of bacteria were cultivated and identified in the brackish
groundwaters of Obrenovacka Banja (OB), Lomnicki Kiseljak (LK) and Velika Vrbnica (VV) using biological
activity reaction tests (BARTS) to assess the biocorrosion, biofouling and health risks. The highest density of
iron-related, sulfate-reducing, slime-forming, facultatively anaerobic heterotrophic, denitrifying bacteria and
representatives of Pseudomonas spp. was recorded in the OB sample, while the lowest density of the same
physiological groups of bacteria was recorded in the LK sample. Facultatively anaerobic heterotrophic
bacteria were the most abundant in the OB and LK samples, while, in contrast, heterotrophic aerobic bacteria
were the most abundant in the VV sample. All tested samples were characterized by a high degree of
biochemical activity associated with iron-related, sulfate-reducing, slime-forming, heterotrophic aerobic and
facultatively anaerobic bacteria. Also, high biochemical activity of denitrifying bacteria was recorded in the
OB sample, and the same activity of Pseudomonas species was recorded in the OB and VV samples. For OB
and LK groundwaters, the highest degree of risk was estimated for biocorrosion process, while for the OB
and VV occurrences, the highest degree of risk was estimated for biofouling process. The health risk was
present for all examined groundwaters. Caution is warranted in further use of all investigated occurrences
due to the established public health risk and an immediate revitalization of the OB, LK and VV wells is

necessary.

Keywords: brackish groundwaters, biological activity reaction tests, Serbia.

1. Introduction

Wells, like any other part of the plumbing system, require preventive maintenance treatments
and appropriate periodic deaning [1], taking into account that bacteria are ubiquitous in wells [2].
In order for groundwater to have a satisfactory qualitative status, it is of the highest importance to
prevent the occurrence of biofouling of wells. The development of biofouling contributes to the
reduction of well capacity [1] and it is reported in North America as the major, most costly factor in
the deterioration of groundwater system characteristics [3, 4]. Also, biofouling can represent a
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source of pathogenic bacteria that can cause water-borne infections [5]. With its further
development, a microenvironment contributing to the progress of biocorrosive processes is
formed [6]. About 20% of all corrosive processes in various branches of industry, including the
water industry, are the result of bacteriological activity, which amounts every year to billions of
dollars in the US [7] and to 30-50 billion dollars worldwide [8]. Three occurrences, which are used
for health-and-recreation and drinking purposes, which belong to the group of brackish
groundwaters [9] and are captured by wells with a depth of 6.5-442.5 m [10, 11], were selected for
cultivation and identification of targeted physiological groups of bacteria that can contribute to the
development of biocorrosion and biofouling processes and may pose a health risk for
groundwater users. Although bacteriological contamination of LK groundwaters was previously
confirmed [12], continuous monitoring of its bacterial diversity and prediction of the risk of aging
for LK well is warranted.

2. Methods

Sampling of studied groundwaters and transport of the three samples, each collected from
corresponding wells was carried out in accordance with SRPS EN ISO - 19458:2009 standards
during January 2020. The presence of targeted physiological groups of bacteria was determined
using Iron-Related Bacteria (IRB), Sulfate-Reducing Bacteria (SRB), Slime-Forming Bacteria
(SLYM), Heterotrophic Aerobic Bacteria (HAB), Denitrifying Bacteria (DN) and Fluorescent
Pseudomonas (FLOR) Biological Activity Reaction Tests (BARTS). Portions of well-mixed, undiluted
groundwater samples (7.5 mL) were carefully transferred via flotation ball to the inner test vial of
the different BART biodetectors under sterile conditions and incubated at 22°C for a period of time
standard for each type of BART test (5, 10 or up to 15 days). Protocols available from the
manufacturer (DBI, Saskatchewan, Canada) were used. During the sample incubation period
signature reactions of bacterial activity and their metabolic products were monitored daily (lag
period) and photo-documented. Based on the time of occurrence of all recognized signature
reactions in the applied BART system, the probable risks of biocorrosion, biofouling and public
health risk were calculated using the BART-Soft v6 software and results were expressed as high,
medium, and low aggressivity (HA, MA, and LA). For all examined occurrences, an assesment for
each type of risk (biocorrosion, biofouling and health risk) was given numerically and it ranged
from 0 (no risk) to 9 (maximum risk) [13].

3. Results and discussion

BART analysis recorded the highest bacterial density in the OB sample and the lowest in the
LK sample. Facultatively anaerobic heterotrophic bacteria were the most abundant in the OB and
LK samples, while heterotrophic aerobic bacteria were the most abundant in the VV sample. All
examined occurrences exhibited a high degree of biochemical activity associated with iron-related,
sulfate-reducing, slime-forming, heterotrophic aerobic and facultatively anaerobic bacteria, as well
as the same degree of biochemical activity of denitrifying bacteria was recorded in the OB sample.
It is important to note that high biochemical activity of fluorescent Pseudomonas species was
recorded in the VV sample and the non-fluorescent pseudomonads, with the same degree of
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biochemical activity, were detected in the OB sample. The calculated biocorrosion risk was highest
for the OB and LK groundwaters, while the calculated biofouling risk was highest for the OB and
VV occurrences. For all examined occurrences, health risk was present (Table 1).

Table 1. Density of populations of target physiological groups of bacteria in the studied groundwater

occurrences.
. Population estimate (CFU/mL) Biocorrosion risk
Investigated . .
IRB | SRB | SLYM | HAB | DN | FLOR Biofouling risk
groundwaters — Total .
Aggress“nty Health risk
35300 | 731.000 | 70.000 | 6.890.000 | 17.200 | 4.000** 81
Obrenovacka 7.747.500 63
Banja HA | HA HA HA HA | HA 4
.. | 8820 | 731.000 | 70.000 | 454000 | 2140 | 400* 81
Lomnicki
. 1.266.360 45
Kiseljak HA | HA | HA HA MA | MA 4
. 35300 | 910 | 632000 | 6.890.000 | 417 | 4.000% 54
Velika 7.562.627 7.0
Vrbrica HA | HA | HA HA | LA | HA 54

*P. aeruginosa confirmed as a result of detection of signature reaction PB (Pale blue); **Non-fluorescent
pseudomonads confirmed as a result of detection of signature reaction CL (Cloudy).

Based on the detected level of biochemical activity of iron-related, sulfate-reducing, slime-
forming and heterotrophic aerobic bacteria, and taking into account the manufacturer’s
recommendations, revitalization of the OB, LK and VV wells is necessary in the shortest possible
period. Due to the complexity of bacterial communities in groundwater and their tendency to
grow in the form of biofilms, revitalization may include all or a combination of recommended
treatments, such as the implementation of biocides, physical and chemical treatments [13].
According to the Rulebook on the quality and other requirements for natural mineral, spring, and
table waters of Serbia [14], the presence of P. aeruginosa is not allowed. In contrast, the World
Health Organization [15] and the United States Environmental Protection Agency [16] set no
criteria for the acceptable level of P. aeruginosa in drinking water. P. aeruginosa does not pose a risk
for gastrointestinal infections in the general human population using drinking water containing
this bacteria. However, in vulnerable populations, e.g., patients with large wounds or burns, very
young or elderly people, patients with acquired immunodeficiency syndrome (AIDS), or those
undergoing immunosuppressive therapy, the presence of these bacteria in drinking or bathing
groundwater may pose a health risk and may be associated with various infections of the ear,
nose, throat, skin and the eye [15].

4. Conclusions

BARTs have a valuable place in informing water quality recommendations. Due to the
established public health risk, caution is warranted in further use of the OB, LK and VV
groundwaters. We recommend urgent revitalization of these wells, which will enable the
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unhindered use of groundwater resources without negative indications on the service life of the
wells and the health and safety of their users.
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Abstract: Three mineral water occurrences, captured by wells with a depth of 6.5-442.5 m and used for drinking
and bathing purposes, were sampled and cultivated under conditions favouring the growth of anaerobic,
microaerophilic or COz bacteria, in order to capture predominantly anaerobic portion of the bacteriome, which is
dominant in water and soils. Cultivated bacteria were identified by next-generation 165 sequencing and their
biotechnological potential in plastics and lignocellulose degradation was explored. Most abundant genera
detected in examined samples mainly belong to facultative anaerobes that are common representatives of water
and soil environments. In total, 17 genera were detected with a relative abundance over 1% in all three samples,
including Aeromonas, Exiguobacterium, Comarmonas and Acinetobacter. Half of the screened isolates demonstrated
growth on at least one plastic or lignocellulosic polymer, with one isolate demonstrating growth on all tested
substrates, one demonstrating carboxymethyl cellulose- and one arabinoxylan-degrading ability. Some of the
representatives of genera identified with high relative abundance in mineral water samples, such as Aeromonas,
Klebsiella, Escherichia, Salmonella, Enterobacter, Pseudomonas and Staphylococcus, have been previously documented
to have pathogenic potential. Due to the use of investigated mineral waters for drinking and bathing, the health
risk from such bacteria in these occurrences needs to be continuously monitored, while, on the other hand,
mineral waters deserve special attention in the future from the aspect of screening for biotechnologically

relevant enzymes.

Keywords: mineral water, bacteria, 165 -DNA sequencing, Serbia.
1. Introduction

Mineral water usually refers to groundwater with chemical characteristics that differ from water
for public water supply. They are characterized by a content of dissolved mineral substances above
1000 mg/L or an increased content of certain specific components (COz, HzS, Br, Rn, ], Rb, etc.), with a
pharmacological effect on the human body, or by a higher temperature compared to ordinary low-
mineralized waters [1]. There are approximately 230 recorded mineral water occurrences in Serbia,
with reserves estimated at around 1000 L/s, positioning Serbia as one of the most promising
countries in the region in terms of the richness of this natural resource. Mineral waters are used, to a
certain extent, for drinking (as table bottled water) and bathing purposes (as spa water) [2]. Water,
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while essential for all forms of life, can also act as a vector for pathogens and chemicals, and thus be
associated with diseases. Exposure to pathogens, which are in mineral water most often of
allochthonous origin [3], may have serious health consequences [4, 5]. Hydric infections caused by
bacterial pathogens and opportunistic pathogens have been documented for drinking and bathing
waters [5] and for the latter the risk of colonization by certain pathogens is significantly higher due to
inhalation of aerosols or skin colonization than due to the digestive tract colonization [6]. Ecological
data, especially the diversity of bacterial communities, are essential for the health risk assessment of
mineral waters [7]. In addition, mineral waters can represent untapped reservoir of enzymes with
possible biotechnological application [8]. Therefore, three mineral water occurrences in Serbia,
captured by wells with depth of 6.5442.5 m [9, 10] and used for bathing and drinking purposes,
were selected for cultivation and identification of bacteria and evaluation of their biotechnological
potential.

2. Methods

Mineral water occurrences of Obrenovacka Banja (OB), Velika Vrbnica (VV) and Lomnicki
Kiseljak (LK) were sampled and cultivated during September 2022. For each occurrence, both direct
mineral water samples and pellets were cultivated on 3 different solid media: Luria Agar (LA), Yeast
Extract-Malt Extract (ISP-2) and Mannitol-Soy Flour (MSF). Plates were incubated for 72 h in
accordance with temperatures of the sampled occurrence using the GasPak™ EZ System to capture
the predominantly anaerobic portion of the bacteriome. Full-length 165 rDNA next-generation
sequencing was performed on DNA from cultivated OB, LK and VV samples using the MinION
platform to assess the diversity of bacteria captured under applied cultivation conditions. Several
isolates representative of distinct observed morphologies from OB occurrence, which is unique due
to its depth (442.5 m) and temperature (22.8-31.3°C) [9], were screened for growth and/or enzymatic
activity in the GasPak™ EZ System using plastic and lignocellulosic polymeric substrates as sole C
source to assess their biotechnological potential. The Minimal Salt Medium agar was supplemented
with different plastic polymers Impranil® DLN-SD and DL 2077, polycaprolactone diol and bis(2-
hydroxyethyl) terephthalate and lignocellulosic polymers carboxymethyl cellulose (CMC),
arabinoxylan (AXYL) and lignin for screening.

3.Results

For each cultivated mineral water sample, plate counts were in the range of 2 x 102 - 1 x 10°
CFU/mL and similar morphologies were observed across all three types of cultivation media used
and between pellet and whole mineral water samples. In total, 17 genera were detected with a
relative abundance over 1% in three cultivated samples. Of these, 13 and 11 genera were detected in
VV and LK samples, while only 3 genera were detected in the OB sample (Table 1). Two genera
(Aeromonas and Acinetobacter) are shared among all three samples, while 5 and 4 genera were unique
for LK and VV cultivated samples, respectively.

In OB and LK samples, Aeromonas was the most abundant genus, while Exiguobacterium was
detected at the highest relative abundance in the cultivated VV sample. In the OB sample, genera
Acdnetobacter and Comamonas were also detected with relative abundance >1%. Aeromonas,
Pseudomonas, Acinetobacter, Stenotrophomonas, Escherichia, Klebsiella and Salmonella are shared
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between LK and VV samples. In addition, in LK sample representatives of genera Flavobacterium,
Staphylococcus, Pantoea, Comamonas, Mammaliicoccus and Microbacterium and in VV sample,
representatives of genera Exiguobacterium, Enterobacter, Proteus and Bacillus, were also detected at
relative abundance >1%. Four out of 8 screened isolates demonstrated growth on at least one plastic
or lignocellulosic polymeric substrate. All 4 demonstrated growth on SD, 3 on DL and 2 on PCL,
CMC and AXYL. One isolate had growth on all tested polymers; one demonstrated CMC- and one
AXYL-degrading ability.

Table 1. Bacterial genera detected by 165 rDNA sequencing in cultivated mineral water samples.

Genus OB LK \'A%
Aeromonas 52.3 17
Pseudomonas 101 30
Acinetobacter 7.6 24.1
Stenotrophomonas - 42 37
Escherichia 42 13.3
Flavobacterium - 3.7 -
Klebsiella 05 30 8.6
Staphylococcus - 70
Pantoea 18
Comamonas 3.6 1.7
Salmonella 14 37
Mammaliicoccus 13 -
Microbacterium 1.1
Bacillus 0.7 13
Exiguobacterium 05 25.7
Enterobacter 04 82
Proteus - 2.0

Genera detected with relative abundance >1% for all samples are included. Lowest Value — red, Percentile (50) -
yellow, Highest Value — green. Mineral water samples: OB — Obrenovacka Banja; LK — Lomnicki Kiseljak; VV —
Velika Vrbnica.

Most abundant genera detected in examined samples mainly belong to facultative anaerobes
that are common representatives of water and soil environments. Applied cultivation conditions
seemed to favor the growth of facultative anaerobes over obligate anaerobic bacteria. Some
representatives of genera identified at the highest relative abundance in three mineral water samples,
such as Aeromonas, Klebsiella, Escherichia, Salmonella, Enterobacter, Pseudomonas, Staphylococcus,
Acinetobacter, ~ Stenotrophomonas, Proteus and Bacillus have been previously documented to have
pathogenic potential [5]. Some of the detected representatives, such as Proteus [11], Stenotrophomonas
[12], Pseudomonas [13], Aeromonas [14] and Microbacterium [15], have a documented biotechnological
potential in degradation of plastic or lignocellulose polymeric materials.

4. Conclusions
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Since examined mineral waters are used for bathing and drinking purposes, the health risk from
bacteria with pathogenic potential detected in these occurrences needs to be continuously monitored.
On the other hand, two of the cultivable isolates demonstrated CMC- and AXYL-degrading ability
and, in the future, mineral waters deserve special attention from the aspect of screening for
biotechnologically relevant enzymes.
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Abstract: A polymer optical fiber (POF) humidity sensor to monitor the humidity of a skin
microenvironment of wounds without removing the wound dressing is modelled by ray tracing
based on Monte Carlo simulation. To produce the sensor, a sensitive zone is made by removing
the cladding from a segment of POF and mesoporous SiO: nanoparticles are deposited layer-by-
layer. In this paper, there is a report that applied the ray tracing model to simulate POF humidity
sensor characteristics and compared the experimental results that have been reported earlier. This
sensor which is based on plastic optical fiber was easily fabricated and could be used for real-
time humidity monitoring of wound status.

Keywords: polymer optical fiber, humidity sensor, ray tracing, relative humidity

1. Introduction

Control of humidity in many fields, such as industry, medical facilities, farming and
the home environment, is becoming very important. Therefore, the development of a
low-cost humidity sensor with fast response is very much required. An overview of
fiber-optic-based methods for humidity sensing is given in [1]. Compared to their glass
counterparts, they are less costly and easier to handle. POF humidity sensor (POFHS)
has been proposed [2]. The various accurate methods of multimode fibers modal
analysis are exploited. For example, the method that relies on solving power flow
equations was described in [3-6]. In this paper, there is a report that applied the ray
tracing model to simulate POF humidity sensor characteristics and compared the
experimental result that has been reported in [2].

2. The structure of POF humidity sensor — an overview

Commercial fiber ESKA SK-10 (by Mitsubishi Rayon Co., Ltd.) was used to build the
sensor. This multimode (step index) polymer fiber has the polymethyl-methacrylate
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resin core with the diameter of 240 um. Its index of refraction is 1.49 and numerical
aperture is 0.5. Its core is cladded in a 5 um fluorinated polymer. The optical fiber of the
humidity sensor is specially sensitized by precision machining into the cladding of a
selected fiber segment. This removed the cladding and a portion of the fiber core along a
selected fiber segment as illustrated in Fig. 1.

cladding

Figure 1. POFHS structure and the light propagation along the sensitive zone of the POF.

Once the cladding and a part of the core are removed, a film sensitive to humidity is
deposited using the LbL method. It consists of SiO: mesoporous nanoparticles
(SNOWTEX 20L, 40-50 nm diameter, Nissan Chemical, Japan). They were deposited
with poly(allylamine hydrochloride) (PAH) to form a PAH/SiO2 hydrophilic material.
This combination provided a higher sensitivity to humidity [7]. The deposition of the
PAH/SiO:z layers was in three stages [8]. The resulting cut-out of POF cladding/core
introduced light transmission loss that is related to relative humidity.

3. Modeling by three-dimensional ray tracing

Using Monte Carlo (MC) simulation, the basic idea is to trace rays propagating along
the fiber that has the sensitised zone. Using MC more than 10° random directions for
many input rays were generated. Each such launch is traced as it propagates along the
POF until either contributing to a radiation loss or reaching the output fiber end. Rays
radiated through the sensitive zone represent a modulation loss induced by the sensor —
for the particular level of relative humidity taken as a reference. At different humidity,
the ratio of this light loss to that in the sensitive zone at the reference humidity level is
then calculated (under equal other conditions). The magnitude of this relative loss
characterises the device sensitivity for the particular set of the sensitive zone’s features,
chiefly the zone length, depth and the number/type of deposited layers. Because it
would be difficult to optimise these multiple sensor-features experimentally, a computer
optimisation is performed by ray tracing. Further ray trajectories with distance from the
input fiber-end are traced by the method described previously [9, 10].

3. Results

The important part of the simulation is to trace rays as they propagate along the
sensitized zone of the multimode POF (ESKA SK-10 multimode POF, Mitsubishi Rayon
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Co. Ltd. with the core diameter of 240 pum, 1.49 core refractive index and 5 pum thick
fluorinated polymer cladding; NA = 0.5). A 125 mW point source was situated at a
distance of 100 um from the input fiber end. The axial location at the start of the zone is
specified as an input parameter z = z1 along the fiber axis. The zone is rough, and the
depth of the zone is fixed. The sensing region’s lengths of 5, 10, 20 and 30 mm were
modelled for the core diameter reduced to 190 um. The condition for total reflection was
examined for each ray at every reflection. The program recorded the outcomes. If a ray
reached the sensitized zone, its transmission loss was also recorded. To compare the
interaction of the evanescent wave with different lengths of the sensitive zone, the
transmittance at the wavelength of 611 nm was calculated as a function of the length of
the unclad section of the POF. The transmittance is simply calculated as the ratio
(Pout/Pin) x 100% where Pout is the total optical power at the end face of the fiber, and Pin is
the total initial power at the fiber origin.

80 100 @ 5 PAH/SIOz layers.
Bl 7 PAH/SIO2 layers
70 05
9 =x
= = y =-0.1146x + 101.142
3 60 3 9
c c
© @
£ 50 =
£ € 85
2 2
G 40 8
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Figure 2. (a) Transmittance vs. the length of the unclad section of the, (b) Transmittance vs.
relative humidity. The curves of a POFHS coated with five and seven PAH/SiO: layers.

Figure 2(a) shows transmittance as a function of the number of PAH/SiO: layers
deposited. The hydrophilic mesoporous films are deposited layer by layer on the unclad
central region of the POF. The light intensity change in the interaction of the evanescent
wave with the hydrophilic film is calculated as well. Figure 2(b) shows the calculations
with POFHS coated with five and seven PAH/SiO2 layers. Calculations are for the
wavelength of 611 nm for both sensors (190 um core diameter and 30 mm length of the
sensitive region).

3. Conclusions

Plastic fibers’” use as sensors often requires not much more than basic (inexpensive)
devices such as light emitting and photodiodes. In this paper, a three-dimensional
analysis of light propagation through the optical fiber humidity sensor is reported. The
sensor characteristics are simulated in order to analyze and compare the experimental
results. All major cases that may appear when light interacts with the device’s sensitive
zone have been considered. This simulation includes different lengths of the sensitive
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zone of the POF. In the computer experiment, the penetration depth of the evanescent
wave and its interaction with the hydrophilic film is related to the light loss that reaches
the sensitized region. The refractive index of PAH/SiO: layers was altered, and the fiber
transmittance was calculated as a function of relative humidity. These results are in
good agreement with previous experimental results [2]. This new approach for humidity
sensing is potentially extremely helpful for providing improved monitoring of wound
status. If successful it will be of increased benefit for patients and offers the potential to
allow a better understanding about the process of wound healing itself.
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Abstract: The presence of organic substances in soil or peloid and their concentration are very
important parameters of the features and qualities of peloid. The peloid from Sutomore turned
out to be particularly interesting because so far no similar research has been done with it, nor has
it been used on a larger scale for the treatment of patients compared to the other two peloids from
Montenegro — from Igalo and Ulcinj. As it is known that the medicinal composition of peloid is
influenced by the content of organic components in it, we determined the total organic matter
content in two peloids — from Sutomore and Igalo. Based on the determination of the total
organic substance, it is possible to determine the content of the total organic carbon, which we
also did and concluded that both peloids according to the content of organic substances are
classified as peloids with a high content of organic matter.

Keywords: peloid, organic carbon, organic substances

1. Introduction

Peloids or thermal muds are hydrothermal inorganic gels with optimal rheological
and thermal properties, produced by process of mixing of clay minerals and mineral-
medicinal waters. It has been used for recovering muscle-bone-skin pathologies and
now such old practice has received applications also for wellness and relaxation
purposes [1]. Their structure is complex and with changeable matrixes, so their chemical
compositions depend on different factors (mineralogical composition of clay
(geomaterials), organic matter, type of water, and micro-organisms involved in the
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maturation process) [2]. The final characteristics of peloids depend on a) the chemical
and mineral composition; b) the properties of water that participates in the processes of
maturation and formation of peloids; c) the maturation process which is conditioned by
numerous microbiological activities and the presence of organic matter. Peloid or
thermal mud is one of the examples of natural products that contain significant amounts
of organic compounds with exceptional biological activity, so they have found
application in the treatment of a large number of diseases. Such natural products are
also precursors for drug synthesis and in the treatment of various pathologies. More
recently, these thermal muds have found an increasing use in relaxation therapies in
health spas [3].

Depending on the overall chemical composition, natural peloids are divided into
three categories: essentially inorganic, essentially organic, and mixed inorganic/organic
peloids [4]. Based on the content of organic matter, peloids can be classified into two
groups: with high mineral composition and low organic matter (1-5%), and with higher
content of the organic matter [3,5].

2. Material and Methods

Sutomore peloid is formed at the point of contact of salty sea water with clayey rocks
in the coastal area of the Strbina bay while the peloid from Igalo is formed at the mouth
of the river Sutorina into the bay as shown in Figure 1.

a)

Figure 1. The location from which peloid from Sutomore (a) and Igalo (b) is exploited.

Samples for analysis were collected at the locations where they originate and three
samples were taken, and then compost was made - they were mixed. The samples were
collected in February 2020. The temperature was measured in situ, while the pH-values,
conductivity of each sample and density were measured in a laboratory (the sample is
immediately closed in polypropylene tubes after collecting to prevent losses of
potentially volatile components, water and possible pollution). The determination of
these two parameters is important because it is a clear indicator of the content of organic
compounds in soil samples, soil or, as in our case, peloids. In our research, we
determined the content of total organic matter (TOM) based on two different methods

[6].
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Method 1: The basic principle of this method is based on the combustion of organic
materials at high temperatures. It is known that most organic compounds decompose at
temperatures higher than 400 °C and that carbon dioxide and water vapor are produced
as products of this decomposition. First, we lyophilized a certain amount of raw peloid
and then heated a certain amount to 800 °C for one hour. After cooling the samples in a
desiccator for half an hour, we measured the mass. The measurements were made on
three samples.

Method 2: This method is based on the measurement of the difference in the content
of inorganic carbon (carbonates, bicarbonates) and organic carbon, included in the
composition of organic matter in the sample [7]. Organic matter is oxidized with 10%
hydrogen peroxide (H202) while heating to a gentle boil. Namely, a hydrogen peroxide
solution (1:3, v/v) was added to the measured mass of the peloid sample (around 1.0 g)
until the moment when bubbles cease to emerge after the next addition of this solution.
After that, the resulting mixture was heated to 60 °C for two hours. After cooling, the
resulting mixture is allowed to settle into a solid phase, after which it is separated by
decantation. The solid phase is transferred to porcelain salt and heated in dryer at 110 °C
until complete evaporation of water and constant mass.

Based on the obtained experimental values for the content of total organic carbon,
the amount total organic carbon obtained computationally (TOC) is calculated using the
following equation:

TOC = TOM/1.72
3. Results and discussion
The results of measuring of total organic matter (TOM) and computational
determination of total organic carbon (TOC) for samples of both peloids are shown in

Table 1.

Table 1. TOM and TOC determination results for peloids from Sutomore and Igalo.

Sutomore Igalo

Total organic matter (TOM) Method 1 14.36% 8.81%
experimentally obtained Method 2 15.01% 8.70%
Total organic carbon (TOC) Method 1 8.35% 5.12%
obtained computationally Method 2 8.72% 5.05%

Both Montenegrin peloids contain large amounts of organic matter and therefore belong
to second group of peloids, according to the classification based on the content of
organic matter [3,5]. With a content from about 15% of total organic matter, peloid from
Sutomore is very rich in the content of organic matter, almost twice as much compared
to the peloid from Igalo, which also has a high content of organic matter in its
composition.
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4. Conclusions

The content of organic matter in the peloid is very important for its application for
medical purposes. From organic matter, more fatty acids, carbohydrates and proteins
dominate. The total content of organic matter can be determined experimentally, which
is what we did in our research. We concluded that the investigated peloids from the
Montenegrin coast are rich in organic matter content.
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Abstract In order to obtain useful MIR spectrochemical data of soil organic matter for the
development of remote sensing methods, synthetically prepared soils with artificial precisely
defined organic matter fractions, DRIFT spectroscopy and permutation importance algorithm
were used in this paper. In terms of imitation of soil organic matter, sample model systems were
prepared with precisely defined added values of added organic components. After MSC and
SNV spectral treatments using PCA and LDA techniques and DRIFT spectra, the soil was
classified according to the percentage of organic matter. Using the KDE+permutation importance
algorithm, three significant MIR spectral regions were obtained for percentage grouping: 600-
1000cm-(skeletal vibrations of organic matter); 1750-2250cm (Total reflectance+quartz overtones)
and 3250-3950cm-! (Hydroxyl groups). In terms of the potential for quantitative analysis, the
calculated wavelength ranges match well with the classical spectrochemical theoretical basis of
analytical methodologies. Also, extracted useful spectrochemical data can be potentially used in
the development of new remote-satellite detection methods (ASTER satellite in SWIR and MIR
range).

Keywords: FTIR spectroscopy, Soil organic matter, PCA, Feature permutation algorithm

1. Introduction

In recent times, the need for analysis of soil organic matter for many samples at a
field scale has emerged, especially for the purpose of precision agriculture
implementation. Soil organic matter has great implications on all physical and plenty of
chemical soil properties and thus characterizes fertility and other potentials of this
valuable natural resource. Standard laboratory analysis of soil organic matter is
complex, expensive and time-consuming compared to possible indirect measurement by
reflectance spectroscopy. Diffuse Reflectance Infrared Fourier Transform Spectroscopy
(DRIFTS) is a method widely used in different fields of soil studies. Examination of
structural differences of humic acids [1], and vertical distribution of coal [2] are just
some of the many beneficial uses of the DRIFT method. In this research, the aim was to
explore the possibilities of using DRIFT spectroscopy in the determination of organic
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matter. In this sense, model systems were created by adding a precisely defined amount
of organic matter to the soil samples. About six hundred DRIFT spectra were recorded
and subjected to multivariate analysis methods (LDA, Feature permutation algorithm)
and useful information was extracted for the development of further remote sensing
methods. This paper is a part of our continuing and systematic investigation of the
application of spectroscopic-chemometric methods in soil analysis [3,4].

2. Experimental

To imitate soil organic matter, a mixture of humic acid, starch and nicotinamide
was used. These model systems were prepared due to the presence of characteristic
functional groups of organic molecules (aliphatic, aromatic, Hydroxyl, nitrogenous...).
To examine and influence the soil type and obtain a robust model mixture of the most
common soil types from northern Serbia was used. A total of 5 grams of soil with a
percentage of organic matter of 0.5 to 4% was prepared for each sample of the system
model. Infrared spectra were obtained using the Thermo-Nicolet Nexus iS20 instrument
on the diffuse reflectance module. The spectral range was 4000-400 cm, a total of 32
scans per spectrum were recorded at a resolution of 4 cm. Savitzky-Golay digital filter,
multiplicative scatter correction (MSC) and standard normal variate (SNV) techniques
are utilized for the removal of (physical) variability among the data samples due to
scatter caused by variations in sample positioning, irregularities in its surface and
differences in particle size.

3. Results and discussion

3.1. Classification of samples based on the concentration of organic matter

Linear dimensionality reduction technique LDA achieve moderately good
separation in latent space among four groups with different concentration of organic
matter denoted as G05, G1, G2 and G4. MSC preprocessing yields significantly better
classification model performance than SNV treatment. ROC stands for receiver
operating characteristic presented with a curve, defined by true positive rate (TPR)
against the false positive rate (FPR), and serves as a visual diagnostic tool for the
evaluation of the binary classifier.

1.0/(a) 1.0 ,(b)

e
@
e
o

o
o
o
o

True Positive Rate
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0.4 0.4
False Positive Rate False Positive Rate

Figure 1. ROC curves of binary models for classification of samples into four groups
preprocessed with (a) SNV and (b) MSC correction techniques.
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One-vs-all strategy for fitting the model for the classification of fractions is used during
the training procedure and the LDA with one component is selected as the model to be
fitted using 50% of data within the dataset. These results in trained for binary classifiers
(models) whose ROC curves are estimated from predictions on the test set, are presented
in Figure 1.

3.2. Analysis of feature importance for classification

The permutation importance algorithm is applied to the created dataset using
trained binary models to evaluate which wavelengths (features) or part of the spectrum
has influenced the most model performances.
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Figure 2 Estimated bivariate probability density functions (pdfs) of an importance score and
wavelength from a list of scores and selected wavelengths obtained from a permutation

importance algorithm runs.

Starting with the condensed distance matrix, obtained from Spearman rank-
order correlations a Ward’s linkage matrix is calculated, and a hierarchical clustering is
performed on the predefined train dataset for creation of models for the classification of
percent of organic matter. Visualizing the dendrogram of obtained clusters the following
range of values are selected for the threshold of [0.1, 5.0] for the percent dedicated train
dataset used for building corresponding models for classification. Importance scores
show how much trained binary model performance decreased in accuracy with a
random shuffling of features. Presenting the importance scores for the representative
wavelengths together with their frequency of occurrences in the form of a pdf, give more
insight into important part of the spectrum for classification than that only importance
scores are used. Models for classification of samples according to percent of organic
matter divide the wavelength-score region into three regions: (600 - 1000,0.18 - 0.26),
(1750 - 2250, 0.30 - 0.41) and (3250 - 3950, 0.01 - 0.11). In the research of Demate et al, [5]
after high correlations of extracted spectral MIR regions and ASTER simulated spectral
bands were determined. Namely, in this research the following potential spectral
regions for future satellite sensors were suggested: 2760 — 2500 cm™, 2150-1875cm! and
840 — 740 cm™. In our research, using a completely different approach in laboratory
conditions, very similar data were obtained. We believe that the obtained wavelength
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ranges lead to the convergence of useful data necessary for the calibration of existing
and the development of new sensors and remote sensing methods.

4. Conclusions

Obtained wavelength ranges indicate the importance of the aliphatic (CHx) and
aromatic (C=C) vibration MIR region as well as the soil color (total reflectance related to
the mineral content, quartz) for the potential quantification of soil organic matter. In
terms of the potential for quantitative analysis, the calculated wavelength ranges match
well with the classical spectrochemical theoretical basis of analytical methodologies.
Obtained MIR wavelength ranges can be potentially used in the development of satellite
detection methods (ASTER satellite).
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Abstract: In the past two decades, chemical oscillators have emerged as a popular tool for the
determination of “reactive” analytes due to their great sensitivity toward any kind of external
perturbations. They have found application in many fields of applied science enabling relatively
easy quantitative and qualitative analyses. In this study influence of pyrocatechol, an important
precursor in many organic syntheses, on the pre-oscillatory period of the Bray-Liebhafsky (BL)
reaction was examined. The BL reaction was followed by the potentiometric method. In a series
of experiments (in a concentration range from 1.5 x 10-* M to 3 x 105 M), pyrocatechol was added
45 minutes after the start of the reaction, causing an immediate appearance of oscillations. For
these experimental conditions, the period between the first and second oscillation increases
linearly with the added pyrocatechol concentration. The obtained results can be useful for
analytical purposes and accordingly, potential determination of unknown pyrocatechol
concentration..

Keywords: Bray-Liebhafsky reaction, oscillatory reaction, pyrocatechol, electrochemical
measurements, environmental protection

1. Introduction

A chemical system containing only three reactants: hydrogen peroxide, iodate, and
sulfuric acid may at first seem very simple, but still the Bray - Liebhavski (BL) reaction is
one of the most studied phenomena of nonlinear dynamics [1, 2]. It is an oscillatory
reaction, which means that intermediate concentrations oscillate in time, while
concentrations of reactants and products change cascadingly. BL represents the catalytic
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(in the presence of hydrogen and iodate ions) decomposition of hydrogen peroxide into
water and oxygen [1]:

2H,0, —% 52H,0+0, 1)

However, the very complex mechanism of this chemical reaction abounds in plenty
of intermediates, many of which are short-lived and highly reactive [3]. The dynamics of
such a system is very specific and, depending on the initial conditions, different
dynamic states can be obtained. External perturbators can significantly affect the course
of the reaction and their effects can be used to investigate the reaction mechanism, but
also in analytical purposes where different (“reactive”) analytes are added. Here we
investigated the influence of pyrocatechol, a typical phenolic compound that is an
important precursor for manufacturing pesticides, flavors, fragrances, and paints. High
levels of pyrocatechol in wastewater can be a serious health issue due to its reactivity
and toxicity [4]. Pyrocatechol has been already tested in the BL oscillatory system [5, 6],
but this is the first time that it has been added in the pre-oscillatory period of the
reaction. This can give additional insights into its mechanism of action which can be of
particular interest for environmental chemistry.

2. Experimental section

In this study, BL experiments were performed in a well-stirred (o = 900 rpm) batch
reactor and thermostated at (60.0 + 0.2) °C. The total reaction volume was 55 ml and the
initial concentrations of reactants were: [KIOs]o = 7.35 x 102 M, [H2SOxs]o = 4.79 x 102 M,
[H202]0o =7 x 103 M. All used chemicals were pro analysis grade, and their solutions were
prepared with deionized water (18 M() cm). The moment when H20: was added to the
vessel was taken as the beginning of the reaction. Different concentrations of the
pyrocatechol were added (100 ul aliquot) into the reaction 45 minutes after the reaction
started (see Figure 1.). The reaction was followed by the potentiometric method. The
working iodide ion-selective electrode was connected to a double-junction Ag/AgCl
reference electrode and potential-time evolution of the BL reaction was followed in time.

3. Results and Discussion

The potential-time curve for the BL reaction without pyrocatechol addition for these
experimental conditions is reported in our previous work [5,6]. Here it is important to
emphasize that reaction is preceded by the induction period Tind = 55min, after which six
regular oscillations take place. As it can be seen on Figure 1 the pyrocatechol addition in
the pre-oscillatory period (45 min after the reaction beginning) caused an instantaneous
oscillation thereby shortening the induction period of the reaction. We measured the
time between the first and the second oscillation (denoted as T12) and compared it to the
value reported previously for the system without pyrocatechol [5, 6]. For the
concentration range from 1.5 x 10° M to 3 x 10° M parameter ti2 showed linear
dependence on pyrocatechol concentration (Figure 2), with the regression equation:
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TI—Z = 1 04 X 106 X CPyrocatechal + 325 (2)

where C is the concentration of pyrocatechol in BL system in M.
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Figure 1. Oscillograms of the BL reaction with different concentrations of pyrocatechol, added
45 minutes after the beginning of the reaction: 3.0 x 105 M (a), 9.0 x 10° M (b) and 1.2 x 10+ M (c).
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Figure 2. The period between the first and the second oscillations dependence on pyrocatechol

concentrations.
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Compared to our previous results (where the pyrocatechol was added in and after
the oscillatory regime), the slope of the obtained regression equation is slightly lower
indicating lower sensitivity of measurement [5,6]. Although different parameters were
measured, the experimental conditions and composition of the BL matrix are the same,
allowing comparison. Nevertheless, in the specified concentration range, pyrocatechol
concentrations can be determined with satisfactory accuracy in the manner presented
here.

4. Conclusions

The influence of the pyrocatechol addition in the pre-oscillatory period on the
dynamics of the Bray-Liebhafsky (BL) reaction was investigated. Obtained potential-
time curves show that pyrocatechol provokes an oscillatory regime immediately. The
period between the first and second oscillation, ti2, was chosen as a parameter for
comparing the results. In the examined concentration range (1.5 x 105 M - 3 x 105 M) t1-
linearly increases with the pyrocatechol concentration. This linear dependence can be
very useful in future analytical determinations.
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Abstract: The examination considers the causality between financial development and carbon
dioxide (CO,) emissions in the sample of six Central and Eastern European (CEE) countries in the
period range between 2000 to 2020. Utilizing the Dumitrescu and Hurlin panel causality test, the
results confirmed a one-way causality, where financial development precedes changes in CO;
emissions. The observed one-way causality suggests that improvements or advancements in
financial development might have implications for environmental sustainability. Additionally,
the Westerlund error-correction-based panel cointegration tests reveal cointegration between the
variables, indicating a stable equilibrium association among them in the complete sample of
countries. As countries strive for economic growth and development, it becomes crucial to
consider the environmental consequences and adopt measures that promote sustainable
practices. Policymakers and stakeholders must proactively recognize the potentially important
role of financial development in shaping environmental outcomes and identify opportunities to
effectively integrate sustainable practices into financial and economic strategies.

Keywords: financial development, CO, emissions, CEE countries

1. Introduction

The European Union (EU) has set an ambitious goal to achieve climate neutrality by
2050. This means creating an economy where the total greenhouse gas emissions
produced are balanced by the amount removed from the atmosphere, effectively
resulting in zero net emissions. This commitment forms the core of the European Green
Deal, which outlines the EU's comprehensive plan to address climate change and
promote sustainability [1]. Achieving carbon neutrality by 2050 poses a significant and
complex challenge for the Central and Eastern European (CEE) countries. Unlike their
more developed counterparts in Western Europe, CEE countries cannot simply replicate
the strategies employed by them. Instead, they must chart a unique path toward carbon
neutrality that aligns with their specific circumstances and capabilities.

While numerous studies have shed light on the impact of economic development on
carbon dioxide emissions, the relationship between financial development and
emissions has been relatively understudied, leading to inconsistent findings.
Interestingly, the period between 2007 and 2009 witnessed a significant reduction in
global per capita CO, emissions [2], indicating a subtle correlation with the global
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financial crisis of 2007-2008. This observation underscores the potential influence of
financial factors on carbon emissions.

The prevailing mainstream viewpoint regarding the relations between financial
development and CO, emissions can be categorized into three main perspectives. First, a
majority of studies have concluded that financial development has a detrimental effect
on CO,, as demonstrated by research conducted by [3]. Second, there are some studies
that have highlighted the possibility of financial development leading to an increase in
CO,, as observed in [4]. Finally, thirdly, certain studies have found no significant
correlation between financial development and CO,, suggesting a lack of substantial
connection between these two factors [5].

The primary objective of the paper is to investigate the causal relationship between
financial development and CO, emissions in the CEE countries. The study aims to delve
deeply into this subject to determine whether financial development plays a causal role
in influencing CO, emissions in these countries. The primary contribution of the
research is to empirically uncover the causal connection between financial development
and CO, emissions in selected CEE countries, complementing the existing literature with
valuable insights. To achieve this research objective, the paper employs the Dumitrescu
and Hurlin panel Granger causality test (DH test) [6], which is particularly suitable for
examining causality when cross-sectional dependence is present.

2. Data and methodology

The analysis in the study utilizes annual data spanning the period from 2000 to 2020.
The research focuses on six CEE countries, namely Bulgaria, Croatia, the Czech
Republic, Hungary, Poland, and Romania, as the sample for examination.

Financial development is presented by the financial development index provided by the
International Monetary Fund — variable FD. This index comprises nine individual
indicators that collectively measure the depth, accessibility, and efficiency of financial
institutions and financial markets. The CO, emissions are presented as the yearly
percentage increase in total production-based carbon dioxide (CO,) emissions, excluding
emissions resulting from land-use changes — variable CO, emissions. Data on CO,
emissions were taken from the Global Change Data Lab (Our World in Data).

Given the high level of interactivity and interconnectedness in the economies of the
analyzed countries, the occurrence of spatial spillover consequences becomes more
probable. These spillover effects can be a fundamental cause of cross-sectional
dependence in the data. Two tests, the Breusch-Pagan LM test and Pesaran-scaled LM
test, are used to examine cross-sectional dependence among the units in the data. The
Breusch-Pagan test detects heteroskedasticity, while the Pesaran-scaled LM test
specifically identifies cross-sectional correlation in panel data, indicating potential
spatial spillover effects [7]. These tests ensure the reliability of the research findings on
the relationship between FD and CO, emissions in the CEE countries. The article also
utilizes the error-correction-based panel cointegration tests proposed by Westerlund [8].
Two group statistics (Gt, Ga) test whether at least one unit is cointegrated, while two
panel statistics (Pt, Pa) test whether the entire panel is cointegrated. Lastly, to assess the
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causality between financial development and CO, emissions, the study employs the DH
test. This test is well-suited for yielding reliable results in both large and small
heterogeneous panels, while also considering cross-sectional dependence. The DH test
utilizes bootstrapping to enhance the statistical validity of the panel-causality test by
reducing the impact of cross-sectional dependence [6].

3. Results and Discussion

Table 1 displays the results of the cross-sectional dependence tests, indicating that there
is indeed cross-sectional dependence among the examined countries. The presence of
cross-sectional dependence supports the appropriateness of using the DH test to

examine the causality between financial development and CO, emissions.
Table 1. Cross-sectional dependence tests results

Variable FD CO, emissions
145.3339 92.65646
B h-P LM
reuschi—tagan (0.0000) (0.0000)
23.79561 14.17806
Pesaran-scaled LM (0.0000) (0.0000)

Source: Authors’ calculations
Table 2 presents the results of the robust Westerlund error-correction-based panel
cointegration tests. The robust p-values for Gt, Ga, Pt, and Pa statistics lead to the
rejection of the null hypothesis of no cointegration at a 1% significance level, indicating
the presence of a cointegration relationship between financial development and CO,

emissions in the complete sample of countries.
Table 2. The Westerlund cointegration test results

Westerlund'’s Test Value Z-value P-value Robust P-value
Gt -3.405 -5.719 0.0000 0.0000
Ga -13.185 -5.053 0.0000 0.0000
Pt -9.658 -7.203 0.0000 0.0000
Pa -14.785 -11.640 0.0000 0.0000

Source: Authors’ calculations
The results of the short-run dynamic bidimensional causality between the variables
presented in Table 3. reveal a one-way causality, where financial development
influences CO2 emissions. This finding indicates that changes in financial development
precede changes in air pollution, implying that improvements or alterations in financial
development may have an impact on CO, emissions in CEE countries.

Table 3. The Dumitrescu-Hurlin panel causality test results

Variable FD CO, emissions
FD - -1.1256
CO, emissions 5.4701** -

Notes: The values are the Z-bar statistics. ** Indicate significance at
5% P-values are computed using bootstrap replication
Source: Authors’ calculations
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4. Conclusions

The analysis demonstrates a one-way causality from financial development to CO,
emissions, indicating that changes in financial development precede changes in air
pollution levels in CEE countries. The finding emphasizes the potential role of financial
development as a driver of environmental outcomes, underscoring the need for
integrating sustainability considerations into economic and financial strategies.

One possible limitation of the examination is that while the DH test showed causality
between FD and CO, emissions, it did not provide insights into the specific positive or
negative impacts of this relationship. To address this limitation, future research can use
appropriate panel models to better understand the magnitude and direction of the
effects between FD and CO, emissions, thus improving the examination's
comprehensiveness.
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Abstract: This research is focused on the relationship between greenhouse gas emissions and
digital competitiveness at the macro level because of the importance of climate conditions and the
use of new technologies, especially digital technologies. Greenhouse gas emissions were
measured using the composite index (CI) conducted by the DEA method. Digital competitiveness
is measured using the Digital Competitiveness Index (DCI) calculated by the International
Institute for Management Development (IMD). The research covered 11 CEE countries: The latest
available data on greenhouse gas emissions were from 2019. Correlation analysis results showed
that there was no correlation between these variables. Explanations for these results can be found
at the DCI level. These index values show that CEE countries do not have a high value of digital
competitiveness, which indicates that digital technology adoption is not at a high level, so it still
has effects on gas emissions, the environment, and climate change.

Keywords: greenhouse gas emissions, digital competitiveness, composite index, DEA approach

1. Introduction

To protect the earth's ecological security, the Paris Agreement established the following
target for managing the global temperature increase: achieving the objective of
decreasing the global average temperature rise to no more than 2 °C and attempting to
maintain it at 1.5 °C [1]. Countries must immediately lower emitting greenhouse gases to
achieve this long-term objective, and they must help the world achieve carbon
neutrality.

By acting as a less formal type of environmental regulation, the digital economy has a
positive impact on environmental pollution control and is creating innovative
stimulation for intelligent management of the environment with information technology
at its core [2,3]. The extrusion impact of the digital economy can effectively encourage
the transformation and modernization of the regional industrial structure and further
constrain the growth of high-energy and high-polluting industries, thereby improving
environmental quality [4]. On the other hand, the growing importance of the digital
economy has increased, rather than decreased, energy consumption and the energy
growth effect, increasing gas emissions [5].
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Because of the opposite views in the literature, the paper aims to analyse correlation
between greenhouse gas emissions measured by composite index and digital
competitiveness on macro level measured by Digital Competitiveness Index.

2. Data and methodology

The research covers 11 CEE countries. The variables for researching gas emissions
are COz emissions (kg per 2017 ppp $ of GDP), methane emissions (kt of CO2 equivalent)
and nitrous oxide emissions (thousand metric tons of CO: equivalent) in 2019. Data are
retrieved from World Bank database [6]. The Digital Competitiveness Index is used from
the IMD World Digital Competitiveness Ranking report by the International Institute for
Management Development (IMD) [7].

Indicators Collecting Data normalization, .
. . CI construction
selection data and aggregation

Analyzing relationshiip
between CI and DCI

Figure 1. Research framework
Source: Authors’ illustration

In order to maximize the value of the composite index for each country, the basic
DEA (Data Envelopment Analysis) model posits that composite index for each country j
(7=0,1,...,m) are calculated as the weighted sum of m indicators [8, 9, 10]. Normalization
was performed in the range of 0 — 1. This results in the linear programming issue shown
below for each country j [11]:

m
Cl; = maxz VijWi
wi
i=1

In line with the sum of yiwi < 1 and wi >0, where is: i = 0,1,....m; j = 0,1,...,m; and k =
0,1,..,n; CI composite index, yi is indicator i for the country j, w is ponder used for
aggregation and it is used m indicators for n countries.

After calculating the CI for gas emissions, the relationship between the CI and DCI
was examined by correlation analysis with visualization of the results.

2. Results and Discussion

There is a positive correlation between the selected variables. There was a weak
correlation between CO: emissions and methane emissions and between CO: emission
and nitrous oxide emission, with Person coefficient of 0-382 and 0.353, respectively.
Methane and nitrous oxide emissions showed a statistically significant positive
correlation, with a Pearson coefficient of correlation of 0.964. Figure 2 shows the data
distribution with scatter graphs.
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The countries with least greenhouse gas emissions measured by CI are Slovenia,
Lithuania and Estonia with the highest value of CI. The worst result is achieved by
Poland (CI=0). The most countries form the sample has CI value higher than 0.50. For the
purposes of correlation analysis, the DCI was normalized. DCI shows that 5 countries
have an index higher than 0.5. (Czech Republic, Estonia, Lithuania, Latvia, Poland and
Slovenia) and 3 countries with index lower than 0.2 (Bulgaria, Croatia and Slovak
Republic).

Table 1. Normalized data of selected indicators, CI and DCI

BGR HRV CZE EST HUN LTU LVA POL ROU SVN SVK

CO2 1.00 020 084 077 0.25 000 011 095 001 042 0.1

Methane 0.21 0.09 041 0.00 0.21 0.07  0.03 1.00 056 0.02 0.2

N.oxide 0.16 0.04 022 003 023 014 0.05 1.00 039 0.00 0.06

CI 046 086 038 1.00 0.74 1.00 091 000 060 100 0.75

DCI 0.20 0.00 0.63 1.00 0.29 094 0.67 0.73 047 081 0.14

Source: Authors’ calculation

The results of correlation analysis show that there is no statistically significant
correlation relationship between CI and DCI in selected countries. The matrix of results
for selected countries is shown in Figure 3. The calculated values of CI and DCI divided
the economies into four categories, with the most prosperous nations in the top-right
corner.

1.1
1 g i
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8§ € Poland yal 1 nia
=06 ©ZOUIT ® Latvia
Q03 Republic
a 0.4 4 Romania
02 * Bulgwrin 5 AR
0.2 1
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Figure 3. CI and DCI for selected CEE countries in 2019

Source: Authors
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3. Conclusions

Based on the presented results, it can be concluded that there is no relationship between
greenhouse gas emissions and digital competitiveness in CEE countries. This can be
explained by the level of digital technology adoption. In other words, digital technology
applications are not at a high level in these countries, so they have not yet affected gas
emissions or the environment.
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Abstract: This study presents the results of volumetric and viscometric measurements of caffeine
solutions in an equimolar mixture of ethylene glycol - water, known as antifreeze. Measurements
were made in the temperature range T = (283.15 - 313.15) K and up to a caffeine molality of 0.12
mol-kg. Experimental results are supported by molecular dynamics (MD) computer simulations.
The obtained results indicate that water molecules have a dominant role in the solvation of
caffeine. At the same time, ethylene glycol acts as a dehydrating agent and promotes the self-
aggregation of caffeine and the investigated mixture.

Keywords: caffeine, water, ethylene glycol, antifreeze, self-aggregation, structure organization

1. Introduction

Caffeine is one of the most widely consumed stimulants globally and is a primary
ingredient in many beverages. Coffee and tea are the most popular caffeine-containing
beverages, but it is also found in energy drinks, soft drinks, and some flavored water
products. Caffeine is used as an active ingredient in some over-the-counter and
prescription medications. It is often combined with other drugs to enhance their effects
or to relieve headaches, migraines, and certain respiratory conditions. In addition to its
use as a pharmaceutically active substance, caffeine is widely used today in numerous
other industrial branches, such as the food industry, cosmetics and personal care
industry, agriculture and many others. Our previous research has shown that caffeine
reduces the viscosity of ethylene glycol (EG) and that combining them produces a heat
transport fluid with improved properties [1]. However, ethylene glycol is always used as
a heat transfer fluid in an equimolar water mixture known as antifreeze. Caffeine
behaves quite differently in water [2] and ethylene glycol from the point of view of
influence on the structural organization of the solvent. Caffeine in water increases its
viscosity and the structural order of the solvent, while caffeine in ethylene glycol
reduces viscosity and acts as a structure-breaker on the solvent. In addition, caffeine's
tendency to self-aggregate is much more pronounced in ethylene glycol than in water.
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Therefore, it is important to examine which solvent will significantly influence caffeine's
solvation when added to their equimolar mixture - antifreeze.
2. Results and Discussion

Density and viscosity measurements of the solutions were made up to a caffeine
molality of up to 0.12 mol’kg'and in the temperature range from T = (283.15 to 313.15) K
to obtain information about the structural organization of solvent molecules around
caffeine.

2.1 Volumetric results

From densities data, the apparent molar volumes, V, at given molality and temperature
were calculated using the following relation:

- 1000(d, —d) +%

¢ mdd, d
where m is the molality of the solution, d and d1 are the density of the mixture and the
pure solvent (water+EG), while M: is the molar mass of the caffeine. The 7, values are

fitted with Masson's equation modified for non-electrolytes:
Ve=V,"+Sym,
where V,° value represents the apparent molar volume of solute at infinite dilution and

Sv is the experimental slope, which is a measure of solute-solute interactions. The
obtained values of }? and §, are listed in Table 1, along with results for caffeine in pure

water and ethylene glycol.

Table 1. Fitting parameters Masson's equation in ethylene glycol — water (EG+H20), pure EG and
pure water (H20) in the temperature range from T = (283.15 to 313.15) K.

I (K v, (cm’-mol™) Sv(cm?*kg-mol?)

&) EG+HO EG H-O EG+H-20 EG H0
283.15 142.85 / 141.05 -1.01 / -10.44
288.15 143.03 145.46 141.99 1.74 1.27 -12.34
293.15 143.25 145.64 142.93 2.75 3.19 -14.85
298.15 143.34 145.72 143.59 5.17 6.24 -13.60
303.15 143.56 146.23 144.45 6.56 6.63 -15.35
308.15 143.88 146.76 145.20 8.09 4.96 -15.69
313.15 144.06 147.10 145.91 11.6 5.48 -15.46

Lower values V,° and higher values of Sv at higher temperatures in the EG+water

mixture than pure solvents indicate that the aggregation of caffeine molecules is
pronounced in antifreeze at higher temperatures. These results are a consequence of the
dehydrating property of the EG molecule. Interactions between water and EG are strong
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and are realized primarily through dipole-dipole interactions and H-bonds. As a result,
the hydration of caffeine is reduced, leading to its self-aggregation.

It is possible to estimate the taste of a substance in an aqueous solution from the ratio of
the apparent molar volume at infinite dilution and the molar mass of the solute. The
obtained quantity is called apparent specific volume at infinite dilution, and its values
correlate with taste according to the following scale: salty (0.1-0.3 cm3-g™!) < sour (0.3-0.5
cm?g) <sweet (0.5-0.7 cm3-g1) < bitter (0.7-0.9 cm3g™). In our system, calculated values
were placed around 0.736 and 0.742 cm®g™ in the temperature range 283.15 — 313.15 K,
indicating a bitter taste.

2.2 Viscosimetry results

Measured values of viscosity were used to calculate B-coefficient from Jones-Dole
equation:

T _1=Be.

Un

The ratio of the viscosity of the solution (1) and the solvent (7o) represents the reduced
viscosity, c is a molar concentration of caffeine, and B is a coefficient that characterises
the solute-solvent interactions at a defined temperature and pressure. According to
Jones—-Dole’s equation, the reduced viscosity (17/10) dependence on the concentration was

linear (Figure 1).
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Figure 1. The plot of reduced viscosity (1/n.— 1) versus concentration (c) of the caffeine in
EG+water at different temperatures, (T): = (H) 283.15; (@) 288.15; (A ) 293.15; (V) 298.15; (®)
303.15; (4) 308.15 and (») 313.15

Calculated B-coefficients are shown in Table 2.

Table 2. Values of viscosity B-coefficients obtained from the Jones-Dole equation for caffeine in
EG+water mixtures in the temperature range from T = (283.15 to 313.15) K.

T (K)
283.15 288.15 293.15 298.15 303.15 308.15 313.15
B (dm?®mol)
0.213 0.215 0.229 0.249 0.270 0.296 0.320
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B-coefficients for caffeine in the EG+water system have positive values and increase with
the temperature, so in EG+H:0 system, caffeine behaves as an atypical structure-maker.
2.3 Computational results

To gain a thorough understanding of how caffeine is structured in EG+water
equimolar mixtures, molecular dynamic simulations were conducted. The simulation
was carried out under specific conditions: caffeine molality m = 0.06 mol-kg? and at T =
298.15 K. The results, depicted in Figure 2, demonstrate that caffeine molecules undergo
self-aggregation through pi-pi interactions. Furthermore, the radial distribution function
of caffeine-caffeine centers of mass indicates that the distance between caffeine
molecules in the self-aggregate measures approximately 4 A.
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Figure 2. Evidence for self-aggregation of caffeine in the ethylene glycol+water mixture from MD
computational simulations: a visual representation and selected part with pi-pi caffeine
interactions (left) and RDF function of the centers of mass of caffeine molecules (right).

3. Conclusions

When caffeine is added to a mixture of ethylene glycol and water (which is used in
antifreeze), it makes the solvent more organized and gives it a bitter taste. Caffeine is
surrounded only by water molecules in its hydration sphere. The strong interaction
between ethylene glycol and water reduces the solvent's ability to dissolve substances,
causing caffeine self-aggregation.

Acknowledgement

The authors acknowledge the financial support of the Ministry of Education, Science and
Technological Development of the Republic of Serbia (Grant No. 451-03-9/2021-14/
200125), the Secretariat for Higher Education and Scientific Research of the Autonomous
Province of Vojvodina, Serbia (Grant No. 142-451-2545/2021-01/2).

References

[1] M. Vranes, 1. Radovi¢, S. Biki¢, A. Tot, M. Kijevcanin, T. T. Borovi¢, S. Papovi¢, Improving
ethylene glycol transport properties by caffeine-Thermodynamic and computational evidence, Journal
of Molecular Liquids 333 (2021) 115918.

[2] M. Vranes, J. Pani¢, A. Tot, S. Gadzurig, C. Podlipnik, M. Bester-Roga¢, How does the presence of
ATP affect caffeine hydration and self-aggregation?, Journal of Molecular Liquids 318 (2020)
113885.

www.iccbikg2023.kg.ac.rs|

1123

